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Determination of early bone metastasis on Bone Scans Using
the Gray Levels Histogram

Búsqueda de metástasis ósea temprana en gammagramas óseos usando
el histograma de tonos de gris
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ABSTRACT 
The aim of this paper is to show a technique to speed up the interpretation of bone scans in order to determine the 
presence of early bone metastasis. This is done using the gray levels histogram of the region of interest. The tech-
nique is intended to assist in the bone scans interpretation in order to provide a successful diagnosis. During the 
analysis, three types of histograms were observed on the regions of interest. If the histogram is narrow and shifted 
toward the origin, the bone scan is free of metastasis. If it is shifted to the right and slightly broadened, indicates the 
presence of a bone anomaly di!erent from a metastasis. On the other hand, if the histogram is more broadened and 
shifted to the right, is suggests the presence of metastasis. This histogram is characterized by displaying small curls 
on the right side providing information about the metastatic disease stage, which could be low-amplitude peaks and 
have a short length, if the metastasis is in early stage, or high-amplitude peaks and a long length, if is advanced. Fi-
nally, the analyzed region is displayed in false color considering the minimum gray levels observed in the histogram.
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INTRODUCTION
Among malignant neoplasms, prostate cancer has a 

considerably high incidence rate in 65-year-old men 
and older. For instance, 230000 new cases were diag-
nosed in the US in 2005 [1]. In 2018, between 21000 and 
25000 new cases were diagnosed in Mexico, represent-
ing 11.7% of the total cancer-detected cases. From this 
total approximately 7000 patients died during the 
course of the year [2]. The main prostate cancer risk 
factors are age, race, as well as genetics (if a first-grade 
relative suffers the disease, the probability increases 
by a factor of 2). Hence, an objective of the health sys-
tem is the early detection using screening strategies, 
through the use of specific prostatic antigen, focused 
in 50-year-old men and above.

The bone is third most common location likely to 
develop metastatic disease, below the lungs and liver 
[3]. It is well known that once the patient has been diag-
nosed with metastatic disease, the prognosis of life 
expectancy is short, due to the dissemination of the 
disease to the bones, being unlikely to be cured. 
However, in each case, available treatments can be 
used to retard the disease advance, and increase the 
life expectancy.

The patients' knowledge of such a treatment is essen-
tial for the treatments choice. Thus, the purpose of 
imaging techniques is to identify the early phases of an 
ongoing bone disease, in order to determine its exten-
sion, and subsequently address the possible complica-
tions, such as pain, pathological fractures, hypercalce-
mia or medullary compression. Also, it is remarkably 
useful in evaluating the response to a treatment, serv-
ing as a guide during a biopsy procedure to obtain a 
diagnostic confirmation of the disease.

Diagnosis of bone metastases through imaging tech-
niques basically consists of direct visualization of 
tumor infiltration or detection of bone reaction to the 
tumor process.

Bone scintigraphy is the most common imaging 
modality used to evaluate cancer-to-bone dispersion. 
In most cancer centers their interpretation is per-
formed visually, however, to give successful diagnoses 
a vast experience is required due to the difficulties 
associated with the recognition of hot spots (areas 
with high marker content). Hence, a quantitative 
rather than a qualitative interpretation would be more 
useful in the bone scans interpretation to improve and 
standardize diagnoses [4].

Background
Several computer-assisted methods have been devel-

oped to find metastasis. Some techniques use the bone 
scan index [5], neural networks [6] and false color [7]. All 
of them require a large number of bone scans datasets 
to calibrate the system, resulting in time-consuming 
procedures.

In this work we introduce a method based on the 
patients' bone scans analysis, intended to determine 
the presence of metastatic disease. To this aim a seg-
mentation procedure is required, which is the first step. 
Subsequently, the gray levels histogram of the region of 
interest (ROI) is displayed and observed. The image 
segmentation is required for performing the analysis by 
region due to the diverse bone densities and their prob-
ability to develop a metastatic disease. The diagnosis of 
bone metastasis using image processing techniques is 
based on the direct visualization of tumor infiltration or 
bone reaction to metastatic disease.

Bone scans images are often stored in an archive, 
where a pixel can contain up to 1024 values (210 
umbers, bit depth). In the case of a healthy skull, free 
of bone diseases, we observed that its gray tones did 
not reach values above 60. The same behavior holds 
for healthy bones [8]. There are only two regions where 
the gray levels could reach the value 1024: the zone 
where the radiotracer is injected and the bladder, 
which is where the unsorted marker is stored. 
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However, these regions do not matter for diagnosis, 
given their high values, being inconclusive to detect 
metastasis. Throughout the whole analysis and visual-
ization data is always used in DICOM format (“raw” 
DICOM images).

In the case of a bone free of metastasis, the image gray 
levels interval is small, of the order of 60 tones. This 
interval is larger in the presence of a bone anomaly.

The main objective of the method presented in this 
work is to detect early bone metastasis. The specialist 
should draw special attention to the gray levels of the 
regions of interest (ROI) with values less than 80. Gray 
tones above such value correspond to advanced bone 
metastasis, easily observable in the bone scan, so 
these images don't matter to the method.

Histograms actually obtained from the ROI's are of 
bimodal type, in such a way that the determination of 
a malignant bone abnormality will be based mainly 
on the observation of the right end of the histogram of 
the ROI.

MATERIALS AND METHODS
An observational, retrospective, and analytic study 

was conducted in the Nuclear Medicine Department of 
the National Medical Center “La Raza” at IMSS [7]. The 
sample consists 138 patients diagnosed with prostate 
cancer with ages ranging from 47 to 85 years. The 
detection was performed in bone gammagrams follow-
ing the Gleason classification. The gammagrams were 
captured after giving an intravenous dose of 25 mCi de 
99mTc-MDP and 2 litters of water to the patients. The 
whole-body scans were performed two hours after giv-
ing the patients the radiopharmaceutical, using a dual-
head MEDISO INTERVIEW XP VERSION 1.05014 with a 
LEHR collimator with a velocity of 12 cm/min in ante-
rior and posterior projections. The bone gammagrams 
were subsequently visually inspected by three special-
ists in the Nuclear Medicine Department, inde-

pendently. We used the obtained diagnoses as a refer-
ence during this research. Out of the 138 bone gamma-
grams, 43 were of the whole-body type, constituting 
the sample used for our purposes.

In the context of image processing, image segmenta-
tion is among the most intricate techniques. It is used 
to split a given image into several sub-images having 
common features. The main goal of such a technique 
is to simplify the image representation in terms of 
meaningful data. There are two types of image seg-
mentation: local (concerning to separate image 
regions) and global (concerning to the segmentation 
procedure of a complete image formed by a large pixel 
number).

The local image segmentation is the main scope of 
this research. Such procedure is considered as part of 
the developed software along with the previously 
mentioned techniques. Image segmentation using the 
histogram-based thresholding procedure is probably 
the most common approach, since it is easy to imple-
ment and requires less computational resources to be 
executed. These methods generally employ the maxi-
mization or minimization of a criterion function based 
on the image histogram. The optimal threshold is the 
gray level intensity at which the criterion function 
reaches its maximum or minimum values. In our case 
we use the minimum value.

Several methods for image segmentation are available 
in the literature. We used the variance between classes 
method (VBC), in this work, to find the minimum value 
between two Gaussian distributions. Such a method 
uses a discriminant function to determine the optimal 
threshold of an image histogram, in order to perform 
the image segmentation in near uniform regions [9].

In some cases, it is required to perform the segmenta-
tion procedure in tri-modal histograms, hence two 
thresholds are required. An iterative algorithm based 
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on the maximization of the VBC was proposed in 
Reddi, Rudin and Keshavan [10]. We will refer to these 
images as tri-modal images.

The algorithms used in this work were developed in 
Matlab. These algorithms determine one or two thresh-
olds, depending on each case, similar to the proce-
dures in the algorithms developed by Demirkaya et al 
[11]. For the two-thresholds case, an iterative imple-
mentation for the VBC method was used.

We display the segmented ROI in color, and we regard 
the region edges as level contours or curves since pix-
els with equal gray tones form a contour. 

Development
Our proposed software splits the bone scan in six 

ROIs: skull, shoulders, thorax, vertebral spine, scapula 
and pelvis. Such a segmentation is performed consid-
ering the higher probabilities of the bones in these 
regions to develop a metastatic disease.

Subsequently, the split image histogram is displayed, 
showing its bi-modality. The first global histogram 
minimum indicates the gray tone separating the ROI 
image background, which will refer to as min. When 
the ROI is constituted by a metastasis-free bone, the 
right end of the histogram drops to zero quickly. We 
will refer to this minimum as “max”. However, if the 
ROI contains a metastasis-free bone, with another 
pathology or disease, the histogram will broaden in 
the presence of a degenerative disease, such as osteo-
porosis, osteopenia, etc.

On the other hand, if the ROI shows signs of meta-
static disease, the right end of the histogram will 
approach zero slowly and monotonically, showing 
small lobes (local maxima with low amplitude). The 
lobes extension will depend on the metastatic disease 
stage. Early metastatic disease is characterized by 
small-amplitude and short-extension lobes.

In order to illustrate this method, we show the analy-
sis of the skull and pelvis ROIs (the segmentation pro-
cedure was performed in the whole-body scan using 
the previously mentioned techniques). We show only 
two regions since the rest of the regions show a similar 
behavior.

FIGURE 1. ROI images of the skull. In (a) healthy case,
in (c) degenerative disease, in (e) metastatic disease.

The corresponding histograms of (a), (c) and (e),
are shown in (b), (d) and (f), respectively.

If the region is embedded in a dark background, as in 
the skull case, the histogram will be similar to the one 
shown in Figure 1.a. The minimum gray tone is shown 
by a red line in the left of the plot, separating the dark 
background from the ROI. In the case of healthy skull, 
the maximum gray tone value will be below 50. 
Moreover, the histogram will quickly approach to zero. 
In the presence of a degenerative disease the max 
value will be above 50 and the plot width will increase, 
as in Figure 1d. The histogram end will approach to 
zero in descending form, shifted to the right regarding 
the healthy body histogram.
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The most relevant case corresponds to that showing 
an early-stage metastasis, which is analyzed in the 
histogram in Figure 1f. In the figure the gray tones 
corresponding to such a case are beyond the ending 
region of the healthy-body histogram (beyond the 
gray tone with value 50), shown as small variations, 
extending along the gray tone axis.

The pelvis bone probability to develop degenerative dis-
eases as well as metastasis, is high. Hence, the corre-
sponding histograms are similar the previous case. The 
skull ROI, displays as well a high probability of develop-
ing several types of pathology, implying that the different 
pathology cases (including pathology types different 
than cancer) have similar histograms, as seen in Figure 2.

FIGURE 2. ROI images of the pelvis. In (a) healthy case,
in (c) degenerative disease, in (e) metastatic disease.

The corresponding histograms of (a), (c) and (e), are shown 
in (b), (d) and (f), respectively.

Such a knowledge can be obtained by the specialist 
from training devoted to study the bone scans histo-
grams. On the other hand, the software includes a 
visualization tool to display the analyzed ROI's using 
false color. Such a tool adds color from a list of seven 
colors assigned to gray levels intervals, setting as a 
reference the min and max observed values obtained 
from the histogram analysis. The color assignation 
scheme is summarized in Table 1.

TABLE 1. Assigned color intervals in terms
of the min and max values.��������

�
���������
���	���

������
������

�������
������

������
�
������

�� �� ���� �����

�� ������� ���� �����������

�� �������� ������� ����������

�� ��������� ������� �����

	� ������� ������� ������������


� ������� �	�� �������

�� �		� ����� ������

�
The proposed software eases the analysis of bone 

scan allowing the specialist to determine the pres-
ence or absence of metastatic disease, from the 
observation of the histograms along with a previous 
knowledge of thresholding or filtering techniques, 
without the necessity of directly observing the 
bone scan.

The intervals 3-5 are useful to illustrate the meta-
static disease advance. The intervals 3 and 4 indicate 
the presence of early-stage metastasis, and intervals 5 
and 6 an ongoing metastasis. The intervals used to 
indicate early-stage metastatic disease have and incre-
mental step of 10 gray tones each. The rest of the 
intervals indicate the presence of advanced metasta-
sis, with the gray tone value scaling with the metasta-
sis stage. The latter three colors in Table 1 can be 
arbitrarily chosen based on the specialist require-
ments. Tones closer to yellow in the resulting image 
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will indicate a more advanced stage of the metastatic 
disease in the ROI. Regions with metastatic disease as 
well as those with gray tones above 255, correspond-
ing to the bladder case or to cases where radiotracer 
was injected, will be displayed in white in the visual-
ization tool.

RESULTS AND DISCUSSION
The previously shown Table 1 was obtained from the 

histogram analysis, considering its minimun and max-
imun values.

We apply the scheme in the table to three healthy 
skulls free of metastasis and we show the results in 
false color in Figure 3. In this case, the three images 
colors should be royal blue for the background and 
blue for the ROI. It should be noticed that as in the case 
of Figure 2d and 2f, the max values for both ROIs were 
not suitable since the three ROIs are free of metastasis. 
However, in this case, it did not alter the diagnosis. 
The tones problem could be corrected using the min 
and max values for each age, considering that the 
ranges in the table for each ROI as well as the corre-
sponding analysis are dynamical, leaving room for a 
manual correction.

In Figure 4 we show the results for three skulls with 
degenerative diseases. Figure 4e and 4f show and 
increase in the radiotracer absorption, with the exten-
sion and geometry of non-malignant diseases.

FIGURE 3. Application of the scheme shown in the table
in the right panel of the figure for three healthy skulls.

FIGURE 4. Application of the scheme shown in the table in 
the right panel of the figure for three skulls with bone 

degenerative diseases.

In Figure 5 we show the results for the pelvis case. We 
observe a region with high gray tone values, and two 
regions in black. The bladder tones were set to zero to 
ease the visualization of the ROI.

FIGURE 5. Application of the scheme shown in the table
in the right panel of the figure for three pelvises.

In the case of a ROI free of metastasis but with a 
broadened histogram (Figures 1.c and 1.d), it is pro-
posed to split the interval 2 of Table 1 in two extra 
sub-intervals in order to find the cause of the broaden-
ing and the advance of the disease. This division eases 
the observation of the degenerative diseases in the 
displayed ROI. This procedure is highly recommended 
in pelvis and skull cases, where the bones have the 
highest probability of generate degenerative diseases.

The image in the bottom left-most panel corresponds to 
a healthy pelvis. The image in the bottom middle panel 
illustrates the application of the comparison technique, 
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thoroughly explained in a work developed by Jaramillo 
et al [8], intended to assist the diagnosis procedure. It 
should be noticed that two regions of the pelvis have the 
same colors, corresponding to early stages of a bone 
degenerative disease, such as osteopenia or osteoporo-
sis. These regions are shown in the right-most panels. If 
the differences are present only in one side, such a dif-
ference suggests the presence of a severe disease. Despite 
the similarities between the middle and right panels, 
the mild differences in the extension and geometry sug-
gest different bone degenerative diseases in each case.

Finally, Figure 6 shows the histogram corresponding 
to a shoulder region. It could be noticed that the histo-
gram values are irregular, hindering the visual acqui-
sition of the min and max values. Hence, such values 
could be obtained only by applying the software. 

FIGURE 6. Histogram corresponding to a right shoulder.

Discussion
We recall that the gray tone values of a histogram 

corresponding to a patient free of bone metastatic dis-
ease are below 60. For a patient with an ongoing 
metastasis, the gray tones increase, being below 100, 
except in the case of advanced metastatic disease. Our 
choice of the 7-colors palette is then suitable for visu-
alizing the bone scan in colors. The boundaries 
between colors observed in the ROIs can be related to 
the results obtained by applying edge detection tech-
niques. Such techniques are widely-used in the seg-
mentation of images. In this case, the edges corre-
spond to the pixels with gray tones equal to the upper 
limits of the intervals described in the tables. Such 
limits could be regarded as level curves of a function 
f(x, y)= cte corresponding to a ROI [12].

As we have previously stressed, there are only two 
regions reaching the highest gray tone value (1024), 
the bladder and the region where the radiotracer was 
injected. The bladder stores the non-absorbed radio-
tracer, which is subsequently expelled through the 
urine. These two regions are not considered as regions 
of interest for diagnosis purposes. Hence, we set the 
gray tones of those regions to zero to ease the ROI visu-
alization procedure, which can be observed in black in 
Figures 4 and 5.

The gray tones of the bone scan images are low in 
general, yet considering the high bit depths, which are 
not fully exploited. Hence, early-stage metastatic dis-
ease cannot be diagnosed by directly observing an 
image, it is necessary to use the image gray tones his-
togram.

Our proposed method involves a simple technique 
with potential to be used in oncology centers requiring 
accuracy and experience. For example, a shift to the 
left of the min and max values of the histograms, 
would suggest the presence of bone anomaly in the 
ROI. The same results would be obtained from a broad-
ened histogram. Additional gray tones observed along 
the x-axis indicate the presence of metastatic diseases 
in the ROI. The advance of the metastasis is given in 
terms of the gray tones extension along the x-axis, i.e., 
the highest gray tone and the fraction of pixels reach-
ing such a value.

This technique is particularly useful in oncology cen-
ters with large patients flow, or with limited resource 
due to its efficiency and execution times, allowing the 
specialists to diagnose more patients faster.

On the other hand, considering that a LUT table is 
built from a mathematical principle, with each ele-
ment having an input value and assigned resulting 
output value, we classify table 1 as a LUT table. In 
nuclear medicine, LUT tables are built for each detec-
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tor as a function of the quantitative physical parame-
ters, having several applications. In our particular 
case, such a table has only one application: converting 
input gray tones into an output colors. However, in 
general cases, for some intervals, for instance, 6 and 7, 
the input values are assigned without following any 
specific criterion, which is not the case of the LUT 
tables in Nuclear Medicine [13]. 

CONCLUSIONS
In this work we introduced a method to analyze bone 

scans based on the visualization of a ROI gray levels 
histogram. We subsequently assigned false color to 
segmented regions in order to determine the advance 
of metastatic disease. The colors are assigned in terms 
of the max and min values of the observed histogram, 
with the last assignation intervals used for the metas-
tasis detection and stage classification purposes only. 
Hence, such intervals are used only for visualization of 
the infiltrated regions, increasing their contrast, with 
the aim of comparing them with the healthy zones. 
This method allows a practical evaluation using the 
histogram of the image gray levels or the visualization 
of the ROI in color. The software interface is friendly. It 
is constituted by a straightforward Matlab GUI, with 
the potential to be used in oncology centers.
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Theoretical Study of the Function of the IP3 Receptor/BK Channel Complex 
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Estudio Teórico de la Función del Complejo Receptor-IP3/Canales BK en Neurona Única
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ABSTRACT 
Large conductance calcium-activated potassium (BK) channels carry out many functions in the central nervous 
system. These channels open in response to increased cytosolic calcium ([Ca2+]cyt) concentration. The in!ux of cal-
cium ions to the cytosol can occur through voltage-gated calcium channels (VGCCs) on the plasma membrane and/
or through IP3 receptors (IP3-Rs) and ryanodine receptors (RyRs) on the endoplasmic reticulum membrane. The 
BK channel/IP3-R/RyR interaction has been widely reported in smooth muscle but scarcely investigated in relation 
to neurons. The aim of this study was to theoretically explore the function of the BK/IP3-R complex by means of a 
computational model of a neuron that replicates the interaction between the release of Ca2+ from the endoplasmic 
reticulum (through IP3-Rs) and the opening of the BK channels. The mathematical models are based on the Hodg-
kin-Huxley formalism and the Goldbeter model. These models were implemented on Visual Basic® and di"erential 
equations were solved numerically. Distinct conditions were contemplated for BK conductance and the e#ux of 
endoplasmic Ca2+ to the cytosol. An abrupt rise in [Ca2+]cyt (≥ 5 ȝM) and short duration (spark) was found to activate 
BK channels and either pause or stop the action potential train. 

KEYWORDS: BK channels; IP3 receptor; Ca2+ microdomains; Single-neuron simulations; SERCA pump
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RESUMEN 
Los canales de potasio activados por calcio de gran conductancia (canales BK) cumplen múltiples funciones en el 
sistema nervioso central. Estos canales se abren en respuesta al incremento de la concentración de calcio citosólico 
([Ca2+]cyt). La entrada de Ca2+ puede ocurrir a través de canales de calcio dependientes de voltaje (VGCCs) localizados 
en la membrana plasmática y por e!ujo de Ca2+ del retículo endoplásmico (ER) causado por 1,4,5-Trifosfato (IP3) o 
rianodina (RyR). La interacción BK/IP3/RyR ha sido ampliamente estudiada en músculo liso, pero escasamente en 
neuronas. El objetivo de este estudio fue explorar teóricamente la función del complejo BK/IP3-R mediante un mo-
delo computacional de una neurona que replica la interacción entre la liberación de Ca2+ del retículo endoplásmico 
(a través de IP3-Rs) y la apertura de los canales BK. Los modelos matemáticos se basan en el formalismo de Hodg-
kin-Huxley y el modelo de Goldbeter. Estos modelos fueron implementados en Visual Basic® y las ecuaciones dife-
renciales fueron resueltas por métodos numéricos. Se contemplaron distintas condiciones para la conductancia del 
canal BK y la salida de Ca2+ endoplásmico al citosol. Los resultados muestran que un incremento abrupto de [Ca2+]
cyt (≥ 5 ȝM) y de corta duración (spark) activa los canales BK y producen una pausa o detiene el tren de potenciales 
de acción.

PALABRAS CLAVE: BK channels; IP3 receptor; Ca2+ microdomains; Single-neuron simulations; SERCA pump
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INTRODUCTION
In neurons, maintaining the homeostasis of calcium 

ions (Ca2+) is essential for proper signaling and func-
tion. The endoplasmic reticulum (ER) serves as the 
main Ca2+ storage organelle in neurons and has mecha-
nisms of influx and efflux of this ion. Such mecha-
nisms, located on the ER membrane, help to regulate 
the cytosolic concentration of Ca2+. The influx mecha-
nism is based on Ca2+ pumps, while the most important 
efflux mechanisms are triggered by inositol 1,4,5-tris-
phosphate (IP3) receptors (IP3-Rs) and ryanodine recep-
tors (RyRs). The rise in the level of Ca2+ in the cytosol 
active the large-conductance calcium-activated potas-
sium channels, or big potassium (BK) channels. 

Various mathematical models have been developed 
to replicate the release of Ca2+ from the ER and the pat-
tern of the cytosolic Ca2+ concentration, hereafter 
denominated [Ca2+]cyt. However, they have not been 
associated with BK channels in order to research their 
joint function at the somatic level, explore the mecha-
nisms involved, and determine the importance they 
have in neuronal activity. A theoretical study was car-
ried out on the functional coupling of IP3-Rs to BK 
channels in a single neuron and the effects produced. 
An interaction is proposed in the soma of the neuron 
in a microdomain formed by the proximity of the BK 
channels of the plasma membrane to the calcium 
efflux channels triggered by the IP3-Rs located on the 
ER membrane.

BK channels
Large conductance (BK) channels are part of the fam-

ily of calcium-activated potassium channels. They are 
distinguished from other calcium-activated potassium 
channels (small and intermediate conductance) by 
their capacity to couple [Ca2+]cyt and sense the mem-
brane potential variations. BK channels are widespread 
in the brain, being found in the cerebral cortices, cere-
bellar cortex, hippocampus, olfactory bulb, vestibular 
nuclei, basal ganglia, hypothalamus, and thalamus [1]. 

Calcium-activated potassium channels exist in 
diverse cell types [2]. On neurons, BK channels are 
present in dendrites, soma, axons, and synaptic termi-
nals [1]. Upon analyzing aplysia nerve cells, Meech [3] 

identified for the first time a potassium current acti-
vated by a rise in the level of [Ca2+]cyt. After microinjec-
tion of calcium, the cell membrane was hyperpolar-
ized and an increase in Ca2+-activated K+ conductance 
(gKCa) occurred concomitantly [3]. Since then, these 
channels have been investigated to characterize their 
molecular structure, electrophysiology, and pharma-
cology [4]. According to their single-channel conduc-
tance, KCa channels are divided into three main sub-
families: (1) small conductance (SK) (4-14 pS), (2) 
intermediate conductance (IK) (32-39 pS), and (3) 
large conductance (BK) (200-300 pS) channels [4] [5]. 

The BK channels have several distinctive characteris-
tics. (1) They are homotetramers with two regulatory 
domains containing two high-affinity Ca2+ binding 
sites. (2) They are voltage and calcium-dependent, 
requiring both membrane depolarization and calcium 
for their activation. Ca2+ binding and voltage sensor 
activation act almost independently to enhance chan-
nel opening [6]. BK channels can open in the absence of 
calcium but are more sensitive to calcium at depolariz-
ing voltage steps [2]. Hence, their sensitivity to calcium 
is strongly dependent on the membrane potential. The 
dissociation constant (Kd) for calcium is in the micro-
molar range at -60 mV and in the nanomolar range at 
+20 to +40 mV [7]. (3) BK channels are fast activating (on 
the order of 1 ms or less) compared to IK and SK chan-
nels, which have a slow activation time (lasting hun-
dreds of milliseconds or over a second, respectively) [8]. 

BK channels have various functions in the central 
nervous system. At the soma of many neuronal cells, 
they control the speed of action potential repolariza-
tion and mediate the rapidity of afterhyperpolariza-
tion. Therefore, they can influence spike frequency 
adaptation [9] [10]. They are often physically associated 



REVISTA MEXICANA DE INGENIERÍA BIOMÉDICA | Vol. 42 | No. 2 | JANUARY - APRIL 202118

with voltage-gated calcium channels (VGCCs), thus 
forming microdomains with them [11] [12]. Due to their 
presence in nerve terminals and their co-assembly 
with VGCCs at active zones, BK channels are particu-
larly suitable for regulating the release of neurotrans-
mitters, increase the duration of PA, prevent back-
propagation in dendrites, and produce a decrease in 
firing frequency [9] [13] [14]. 

The concentration of free and bound [Ca2+]cyt is 
reported to be approximately 100 nM and 10 ȝM, 
respectively [15]. While a localized increase in [Ca2+]cyt 
has been evidenced in some studies, others show spa-
tio-temporal calcium signaling restricted to nano and 
microdomains in neurons [16] and smooth muscle [17] [18]. 
In a BK channel-VGCC microdomain, according to 
Fakler and Adelman [18], the kinetics of [Ca2+]cyt exhibit 
a localized boost of up to 20 ȝM in neurons. The [Ca2+]

cyt concentration decreases with distance due to the 
diffusion process and interaction with the chelators 
(1, 2- b i s(o - a m i nophe nox y)e t h a ne -N, N, N ', N '-
tetraacetic acid (BAPTA) and ethylene glycol-bis(b-am-
inoethyl ether)- N,N,N',N'-tetraacetic acid (EGTA) [18]. 

Endoplasmic reticulum (ER)
Because of containing a high concentration of Ca2+ 

binding proteins, the ER is the main Ca2+ storage 
organelle in cells. Indeed, the total amount of Ca2+ may 
be >1 mM, while the concentration of free [Ca2+]ER (Ca2+ 
in the ER) has been quantified at 100-700 ȝM [19]. 

To maintain equilibrium, mechanisms of influx and 
efflux of Ca2+ are activated on the ER membrane. There 
are two types of processes related to the efflux of Ca2+ 
from the ER, being the Ca2+-induced Ca2+ release (CICR) 
and IP3-induced Ca2+ release (IICR) processes. The 
[Ca2+]cyt interacts with ryanodine receptors and IP3 
receptors (RyRs, IP3-Rs) in the former and IP3 with its 
receptors (IP3-Rs) in the latter, in both cases to release 
Ca2+ from the ER [20]. On the other hand, Ca2+ is recap-
tured into the ER by the activity of smooth endoplas-

mic reticulum Ca2+-ATPase (SERCA) pumps [21]. Thus, a 
low concentration of [Ca2+]cyt (50 – 100 nM) is main-
tained by the coordinated action of the inflow of Ca2+ 
to the ER through pumps on the ER membrane, and 
the efflux of Ca2+ from the cytosol to the extracellular 
space through pumps (PMCA) on the plasma mem-
brane [22].

BK channel – IP3 receptor interaction
The BK channel/IP3-R microdomain has received less 

attention, and its role is controversial. IP3-Rs are local-
ized in the ER membrane and the BK channels in the 
plasma membrane. The BK channels and IP3 receptors 
are very close to one another [23]. The ER membrane is 
believed to be initially generated as part of the nuclear 
envelope, which then expands and morphs into a com-
plex reticulum that can extend to distant cellular com-
partments such as the axons, dendrites, and dendritic 
spines of neurons, but with a similar morphology and 
there is closeness between the ER membrane and the 
cytoplasmatic membrane [24] [25] [26]. The cisternae of the 
ER are classified in accordance with their proximity to 
the plasma membrane. Type I is the farthest from the 
plasma membrane, while type II and III are nearer, 
frequently following its profile [26]. 

Pan et al., reported the interaction between BK chan-
nels and IP3-Rs in human embryonic kidney cells 
(HEK293) [27]. Neuropeptide galanin activates galanin 
receptors (GalR2s), and IP3-Rs are activated through the 
protein kinase G pathway. The increase in [Ca2+]cyt is due 
to Ca2+ efflux from the ER through IP3-Rs. The authors 
demonstrated that the rise in the level of [Ca2+]cyt comes 
from the ER but did not quantify this change.

In arterial smooth muscle cells, relaxation and con-
traction are regulated by calcium released from the 
sarcoplasmic reticulum. The flow of calcium from the 
ER to the cytosol (induced by IP3 and ryanodine) acti-
vates the BK channels, thus facilitating a negative 
feedback mechanism in opposition to vasoconstric-



M. E. Pérez-Bonilla et al. Theoretical Study of the Function of the IP3 Receptor / BK Channel Complex in a Single Neuron 19

tion [17]. There is evidence of the proximity of BK chan-
nels and calcium release sites. This is further sup-
ported by co-immunoprecipitation experiments [28]. As 
a consequence, such channels would be exposed to a 
high calcium concentration (>10 ȝM, in the order of 
1-100 ȝM). 

In neurons, Irie and Trussell [23] described a nano-
domain between RyRs on the ER membrane and 
plasma membrane VGCCs (voltage-gated Ca2+ chan-
nels), and another one between RyRs and BK channels 
in the soma of cartwheel inhibitory interneurons of 
the dorsal cochlear nucleus. Through the VGCC-RyR 
interaction, the latter receptors trigger the release of 
Ca2+. The internal increase in calcium acts on plasma 
membrane BK channels to control action potential 
activity and shape the burst. The interaction of the 
nanodomains and the Ca2+ transients must be very 
rapid (in a millisecond timescale), and thus arise only 
tens of nanometers from the plasma membrane [23]. 

IP3 is highly mobile in the cytosol. It is synthesized 
in the plasma membrane and diffuses into the cell 
where it encounters its specific receptors (IP3-Rs) on 
the ER [29]. In neocortical pyramidal neurons, IP3 pro-
duces calcium waves via activation of metabotropic 
glutamate receptors. When measured with non-buff-
ering low-affinity Ca2+ indicators, such waves have a 
peak amplitude of over 5 ȝM [30] and propagate with a 
velocity of ~100 ȝm/s [31]. According to Ross [31], the 
release of Ca2+ from ER has been less studied because 
it is not associated with specific changes in the mem-
brane potential. As can be seen in this work, the 
impact of the release of Ca2+ from ER on the mem-
brane potential was researched indirectly through 
the BK channels. 

The importance of the interaction between BK chan-
nels and voltage-gated calcium channels has been 
demonstrated in the release of neurotransmitters, 
where they play a regulatory role that prevents excito-

toxicity [32]; in the smooth muscle of blood vessels, 
where it regulates blood pressure and plays an import-
ant role in preventing hypertension [33]. In these cases, 
the prevention mechanism is a negative feedback sys-
tem. The experimental study is facilitated because 
both channels are found on the same membrane, and 
voltage clamping and transfections can be performed 
to combine different types of VGCC channels with the 
BK channel, etc. On the other hand, the experimental 
study of the BK/IP3-R complex is more difficult, the 
channels are in different membranes and consequently, 
voltage clamping cannot be performed. This justifies a 
theoretical study of the BK/IP3-R. It is unknown 
whether, at a somatic level in neurons, the BK/IP3-R 
interaction is present as a protective mechanism. Based 
on the reported studies, the coexistence of BK and 
IP3-R channels at the somatic level is known [23] and of 
the proximity of the cell membrane and the endoplas-
mic reticulum and contact sites between these struc-
tures [24], necessary conditions for the presence of BK/
IP3-R. The proposed hypothesis is that: in neurons, at 
the somatic level, there is a BK/IP3-R interaction. If this 
is so, what would its role be in neuronal activity? What 
would be the mechanisms involved? It is not known 
whether an abrupt and short-term outflow of Ca2+ 
could activate BK channels in the neuron’s soma; it is 
also not known whether there is a commitment 
between the number of BK channels present in the 
membrane and the response of the neuron to [Ca2+]cyt. 

Modeling of Ca2+ release from IP3R
Based on detailed knowledge of the timescales of Ca2+ 

release from the ER and the pattern of [Ca2+]cyt concen-
tration, mathematical models have been developed to 
replicate variations in [Ca2+]cyt. The resulting models 
are of three types. Firstly, there are models for the 
release of Ca2+ (with simplified dynamics) from the ER 
or the sarcoplasmic reticulum through the IP3-R. Such 
early models are purely phenomenological [34] [35]. 
Secondly, some models incorporate molecular details 
of the interaction of IP3 and Ca2+ with the IP3-R, consid-
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ering microscopic kinetics and a detailed gating 
scheme for the receptor [36] [37] [38] [39] [40] [41]. Thirdly, some 
models (e.g., the one created by Blackwell and 
Kotaleski, in [39]) also incorporate second messengers 
within the biochemical reactions that are triggered by 
metabotropic glutamate receptor (mGluR) activation 
and lead to IP3 production. Each group of models has 
different timescales. 

The mathematical models are related to the molecu-
lar interaction of IP3 with the IP3-R and the Ca2+-
activated channel, which are activated sequentially 
for the release of Ca2+ from the ER. These models have 
employed different mathematical techniques [40]. The 
current contribution focuses on the interaction of 
[Ca2+]ER with BK channels. Detailed molecular kinetics 
of the mechanisms of release of Ca2+ from the ER is not 
essential for the purpose of this work. The phenome-
nological model of Goldbeter of such Ca2+ release was 
herein found to be sufficiently accurate and appropri-
ate in its timescale and was combined with the phe-
nomenological model of Hodgkin and Huxley. The 
latter formulation describes the electrical activity of 
neurons [41]. Based on the aforementioned models, the 
present study theoretically explored the function of a 
BK/IP3-R microdomain. 

MATERIALS AND METHODS
In the development of a new model, consideration 

was given to the spatial structure of the soma and 
some key concepts related to the kinetics of Ca2+. The 
increase in Ca2+ is located in the microdomain [16] 
formed mainly by the following factors [28]: the BK 
channels on the soma membrane [1] [44] and the Ca2+- 
and IP3-R-sensitive channels on the ER membrane [42]. 
The two membranes are very close to one another [26]. 
There is evidence from electron microscopy, with 3D 
reconstructions, of the proximity of the plasmatic 
membrane with the ER membrane and of numerous 
contact sites between these structures, mainly in the 
neuron soma [24].

The Hodgkin and Huxley 
formalism and the BK model

The electrical activity of the neuron was reproduced 
with the Hodgkin and Huxley formalism (H-H model), 
consisting of an equation that represents the mem-
brane potential (Equation 1) and others that define 
channel gating variables (Equations 2-5) [45] [46].
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Where Įm(V), ȕm(V), Įh(V), ȕh(V), Įn(V), ȕn(V), Įq(V), 
and ȕq(V) are activation and inactivation gatin vari-
ables and are defined according to the following empir-
ical equations (Equations 6-13) [45] [46] [47]:
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TABLE 1. The parameters of the H-H model (from [45]).��������
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Goldbeter Model
The mathematical model of Goldbeter (1990) was 

found to be adequate [32] because the time involved in 
the BK channel is on a millisecond scale [48] [49] [50] and 
our interest is in the [Ca2+]cyt concentration and not in 
the details of the interaction of IP3 with IP3-R. Hence, 
two different mechanisms were contemplated for the 
release of Ca2+ from the ER, one sensitive to IP3 (the 
IICR) [38], and the other to Ca2+ (the CICR) [48]. 

Dupont and Goldbeter developed another model with 
a single compartment. In a single group, considering 
the existence of the same two types of channels (one 

sensitive to Ca2+ and the other to IP3), no oscillations 
occur unless the contribution of the IICR is insignifi-
cant compared to that of the CICR [49]. Oscillations in 
[Ca2+]cyt are similar in the one- and two-compartment 
models [49]. The latter was employed in the present 
study since it does not require such an extreme 
decrease in the contribution of the IICR as needed in 
the one-compartment model.

The model has two variables, free [Ca2+]cyt (Z) and free 
[Ca2+]ER concentrations, modulated through the Ca2+ 

-sensitive mechanism (Y). The system is governed by 
the two kinetic equations [32]:
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Where V0 is related to the flow of Ca2+ into the cell, k to 
its flow out of the cell, V1 to its flow into the cytosol from 
the IP3-sensitive mechanism, ȕ to the saturation function 
of IP3-Rs (cooperative nature), and Kf to the leaky trans-
port of Y into Z. Finally, V2 expresses the rate of the 
SERCA pump and V3 the rate of transport of Ca2+ released 
from the IP3-sensitive mechanism into the cytosol.
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VM2 denotes the maximum rate at which Ca2+ is 
pumped into the ER store and VM3 the IP3-sensitive 
release of ions from this location. The complementary 
processes are represented by Hill functions. Thus, nHill 
and mHill depict the cooperativity coefficients, pHill 
reflects the degree of cooperativity of activation, and 
the constants K2, KR, and KA designate the point at 
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which pumping, release, and activation are triggered 
[49]. Since the ATPase pump (SERCA) binds to two cal-
cium ions per molecule of ATP, its activity is expressed 
by using Michaelis–Menten kinetics and a value of 2 
for the Hill coefficient (Equation 16) [50].

TABLE 2. Parameters of the Goldbeter model [32].
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The system of equations was solved simultaneously 

by the numerical method with a fourth-order Runge-
Kutta algorithm (dt = 0.01) written on Visual Basic [53] 

[54]. The initial conditions were V= -90 mV, and [Ca2+]

cyt= 0.1 ȝM (value entered in the simulator). The simu-
lator was developed and compiled to use in the 
Windows® environment.

RESULTS AND DISCUSSION
The module for inputting data into the simulator 
(Figure 1) provides an interactive resource for experi-
mental recordings, allowing for access to all the param-
eters of the Goldbeter model [49]. There are three types 
of variables: those that increase or decrease [Ca2+]cyt, as 
well as the ones related to the degree of cooperativity 
of the activation process (nHill, mHill, and pHill). 

Firstly, the influx of Ca2+ to the cytosol depends on 
the rate of transport through the IP3-sensitive mecha-
nism (r= V1*ȕ) and the Ca2+-sensitive mechanism (V3), 
the maximum rate of Ca2+ pumping release from the 
ER store (VM3), the threshold constants for release and 
activation (KR and KA, respectively) (Figures 1 and 5), 
and the passive leak (kf). Secondly, the efflux of Ca2+ 
out of the cytosol depends on the outflow of Ca2+ from 
the cell (k) (due to the PMCA pump), the inflow rate of 
Ca2+ into the ER from the cytosol, involving the rate 
and maximum rate of the SERCA pump (V2 and VM2), 
and the threshold constant for the latter pumping 
action (K2) (Figures 1 and 7). Thirdly, variables must 
consider the cooperativity degree of the activation 
process. The range of values for free [Ca2+]cyt is 0.05 to 
0.1, and that for free [Ca2+]ER is 100 to 700 ȝM [53].

FIGURE 1. Data entry module. The simulator begins
at default values for each variable. An enlargement

of the small Ca2+ spikes is shown in the center
(amplitude = 763 nM). Under such conditions, the

control neuron does not have BK channels (gBK= 0).

When opening the simulator, the default values for 
each variable appear. The BK channel conductance 
value starts at zero. The value of free [Ca2+]cyt and free 
[Ca2+]ER are 0.1 and 100 to 700 ȝM, respectively. Each 
simulation was carried out with the current clamp pro-
tocol. To match the timescales of the ion channels in 
the model with those of the Goldbeter model, a long 
depolarizing current pulse (1.5 s) is used. Upon start-
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ing a simulation under these conditions, the recorded 
action potentials correspond to the Hodgkin and 
Huxley model with only voltage-dependent Na+ and K+ 
channels. The parameters of the Goldbeter model 
leading to oscillations in Ca2+ begin at the reference 
values, and immediately after there is an increase in 
[Ca2+]cyt of 5 ȝM with a duration of 96 ms, (a local [Ca2+]

cyt transient) followed by calcium spikes of 741 nM 
(Figure 2).

FIGURE 2. Electrophysiology interface simulator
with three oscilloscope screens. In the control simulation, 

the spike train generated by the Hodgkin and Huxley
model is displayed on the upper screen. The local cytosolic 

Ca2+ transient followed by three Ca2+ spikes is exhibited
on the middle screen. The stimulus current pulse

(with a duration of 1500 ms) is illustrated on the bottom 
screen. In this simulation, the BK conductance is zero.

Khodakhah and Ogden [54] reported that IP3 triggers a 
release of Ca2+ from the ER with an initial well-defined 
delay, which decreases as the concentration of IP3 rises 

(mean, 85 ms at 10 ȝM IP3). In the present study, the 
simulation is initiated at the moment Ca2+ is released 
from the ER. Hence, a series of factors are not consid-
ered in the model: the interaction of the first messen-
ger with the receptor on the plasma membrane, the 
cascade of second messengers, the explicit interaction 
of IP3 and Ca2+ with IP3-Rs, and the corresponding delay 
in the release of Ca2+. The dynamics of Ca2+ is local. The 
diffusion and chelation of Ca2+ are not simulated. 

Diverse physiological processes (including patholog-
ical phenomena) are modulated by the generation and 
propagation of [Ca2+]cyt signals. The release of Ca2+ 
from the ER takes place through sparklets, sparks, 
blink, scintilla, puffs, and other forms [16]. Since such 
elementary events are produced in microdomains, 
the multiple forms of Ca2+ release confer intracellular 
Ca2+ signaling with a broad architecture in space, 
time, and intensity, which in turn underlies signaling 
efficiency, stability, specificity, and diversity [55]. The 
calcium buffers are instrumental in achieving tempo-
ral, spatial, and functional compartmentalization 
under these conditions, creating steep gradients in a 
close proximity of channels, until reaching an inter-
nal calcium concentration on the order of tens of 
micromoles [56]. The local [Ca2+]cyt transient in this 
simulation corresponds to a Ca2+ spark, characterized 
by Cheng and Lederer as having an approximate 
amplitude of 5 ȝM and a duration of 35 milliseconds 
in a space of 30 nm [55]. Under the current conditions, 
the duration of the spark is three times longer and a 
space of 90-100 nm would be expected. The activation 
of BK channels by spark coming from the ER has been 
described in smooth muscle [17] but not in neuronal 
cell bodies. The microdomains of Ca2+ consist of very 
small spaces (nm) between structures (e.g., volt-
age-gated Ca2+ channels and BK channels or IP3-Rs), 
thus involving very local increases in Ca2+ [57]. 
Microdomains between BK channels and IP3-Rs have 
been found in different cells, including neurons, with 
distances of 100 nm or less [23] [59]. 
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Figure 3 presents four simulations with the following 
values of Ca2+ in the endoplasmic reticulum pool: 100, 
300, 600, and 700 ȝM. As a consequence, there is an 
increase in amplitude (5, 7, 10, and 11 ȝM) and dura-
tion (96, 235, 389, and 431 ms), respectively, of [Ca2+]cyt.
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(18)

The level of [Ca2+]cyt rises in function of the difference 
in concentration between free [Ca2+]cyt and the free 
[Ca2+]ER, quantified with the Hodgkin and Huxley for-
malism (Equation 18).

FIGURE 3. Simulations of the effect of an increasing 
concentration of free [Ca2+]ER (Ca2+ in the endoplasmic 

reticulum) on the level of free [Ca2+]cyt (Ca2+ in the cytosol). 
When the simulations have an [Ca2+]ER value of 100, 300, 

600, or 700 ȝM (red box), curves the calcium (sparks) are 
generated on the middle oscilloscope screen in black, 

green, blue, and red, with an amplitude or 5, 7, 10 and 11 
ȝM, respectively. The PA train is unaffected because the 

neuron does not have BK channels (gBK = 0).

Where V3 is the IP3-sensitive Ca2+ efflux out of the ER 
through its membrane and into the cytosol, VM3 denotes 
the maximum rate of such Ca2+ release, and R[Ca2+] 
depicts the fraction of the calcium channels in the open 
state, which depends on the [Ca2+]cyt concentration. The 
function R has been described by the same sort of 
mathematical formulations as for the opening of volt-
age-gated channels, in most cases either by Markov 
kinetic schemes or by Hodgkin–Huxley-style gating 
particles. The Goldbeter model uses a simpler approach 
with a suitable Hill coefficient, nHill (Equation 17) [32].

Interaction of IP3-R/[Ca2+]cyt/BK channels
The opening of BK channels is governed by mem-

brane depolarization and a rise in the concentration of 
[Ca2+]cyt. Figure 4, shows the effect of a 5 ȝM increment 
in [Ca2+]cyt on the action potential train in the presence 
of the BK channel. Each simulation has 100 ȝM of 
[Ca2+]ER, with all variables set at the previously 
described initial values. A range was established for 
the BK channel conductance values, generally consid-
ered as 0.1 ȝS/cm2 in hippocampal neurons and 1.2 ȝS/
cm2 in sympathetic ganglion cells, in agreement with 
the values proposed by Traub and Miles and by Koch 
and Segev, respectively [46] [60]. Four simulations were 
carried out with a BK conductance of 0.1, 0.6, 1.2, and 
1.5 ȝS/cm2, affording the following results (respec-
tively): no effect on the PA train (1500 ms), braking of 
the PA train at 1050 ms, fast braking at 83 ms, and 
braking immediately after the first action potential 
(values in green boxes in Figure 4 A, B, C, and D). 
Hence, there was a conductance-dependent effect of 
the [Ca2+]cyt: the higher the conductance, the greater 
the effect of the [Ca2+]cyt concentration. 

The dependence of the BK channel on the voltage is of 
an allosteric type. It has been proposed that the increase 
in [Ca2+]cyt could occur almost simultaneously with a 
rise in voltage, as long as the calcium source is close, as 
in the case of the BK/VGCC complex [60]. In the present 
study, a BK/IP3-R complex is assumed. Each stimulus 
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(voltage and Ca2+) interacts with different parts of the 
channel [7]. The overall conductance of BK channels on 
the plasma membrane is determined by the conduc-
tance of each channel as well as the number and open 
state probability of these channels (Equation 19) [61].
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(19)

Where nc denotes the number of ion channels, ĝ rep-
resents single-channel conductance (200 to 300 pS), 
and Po is the open state probability value (0 to 1).

The activation of BK channels by a rise in [Ca2+]cyt 
results in a greater open state probability and an 
enhanced K+ efflux. This is the molecular kinetics of 
channel opening induced by Ca2+ and voltage. The [Ca2+]

cyt concentration continues to be optimal for a greater 
channel opening until the saturation point is reached. 
Consequently, the conductance for each cell depends 
on the number of channels, and the unit conductance 
of each one. The results of the simulation indicate that 
the ease of response of the neuron to the concentration 
of Ca2+ depends on the number of BK channels present 
in its membrane. The higher the conductance, the 
higher the response to Ca2+ and vice versa.

Subsequently, an evaluation was made of enhancing 
the rate of the IP3-sensitive release of [Ca2+]ER to the 
cytosol. The parameters of the neuron were fixed to the 
default values and the BK conductance set at 0.6 ȝS/cm2 
(an intermediate value). By increasing the value of VM3 
from 500 to 600, a higher level of [Ca2+]cyt is obtained. 
An abrupt release of Ca2+ from the ER boosts the [Ca2+]cyt 
from 5 to 6 ȝM (red lines). In the previous simulation 
(blue lines), corresponding to the effect of [Ca2+]cyt at 5 
ȝM, the action potential train was found to brake at 721 
ms. When the concentration of [Ca2+]cyt is increased, 
calcium acts on the BK channel, stopping the action 
potential train after the second action potential (Figure 
5). It is observed that at greater CICR pumping rates, the 
level of [Ca2+]cyt rises by a calcium-induced calcium 
release process and/or by the direct action of IP3 on the 
calcium-IP3-R channel (by Schetter and Smolen in [59]).

An increment in VM3 to 700 ȝM/s generates a rise in 
[Ca2+]cyt to 7 ȝM. Under these conditions, the neuron 
stops firing immediately after the first action potential 
(Figure 6). Although the model of Goldbeter contem-
plates the action of IP3 on IP3-R and offers a good 

FIGURE 4. Effect of BK conductance on the action
potential train. The Goldbeter model produces a 5 ȝM 

increment in cytosolic calcium. In these conditions, 
increasingly rapid braking of the action potential train is 
observed during the interaction of the BK channel with 

cytosolic calcium. As the conductance of BK channel (gBK)
is intensified (ȝS/cm2): 0.1 (A), 0.6 (B), 1.2 (C), and 1.5 (D), 
the PA train durations decreases: 1500, 1050, 83, and 49 
(ms), respectively (green boxes). The effect is to stop the 

action potential train.
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approximation of the experimental data, it does not 
provide a dose-response relationship. It has been doc-
umented in the literature that the higher the level of 
IP3, the greater the release of Ca2+ from the ER [62]. 
Taking the limitations of the Goldbeter model into 
account, this simulation reasonably resembles the IP3-
sensitive Ca2+ release from the [Ca2+]ER pool. 

According to the results, Ca2+ released from the ER to the 
cytosol can effectively gate BK channels, and the main 
effect is to stop the spike train (Figure 6). These findings 
are consistent with reported experimental data. The Ca2+ 

FIGURE 5. Effect of an enhanced Ca2+ efflux from the 
endoplasmic reticulum to the cytosol. An increment

in VM3 from 500 to 600 ȝM/s causes a greater outflow
of Ca2+ from the ER to the cytosol, leading to a rise in

the cytosolic Ca2+ concentration from 5 to 6 ȝM. With an 
intensified activation of BK channels, the action potential 

train stops after the second firing. The lines in black depict 
the previous simulation, while the lines in red illustrate

this simulation with an increased VM3 (red box).

released from ER stores, specifically through IP3Rs but 
not RyRs, produces pauses in the firing of spiny projec-
tion neurons due to the activation of BK and SK channels 
[63]. The author proposes two Ca2+ signaling pathways:

(1)  action potential ĺ VGCC ĺ RyR ĺ BK & SK ĺ 
sAHP (slow afterhyperpolarization); and

(2)  mGluR/mAChR (metabotropic glutamate recep-
tors / muscarinic acetylcholine receptors) ĺ IP3 ĺ 
IP3R ĺ BK & SK ĺ firing pause.

FIGURE 6. Spike train simulation with high efflux of Ca2+

from the endoplasmic reticulum (ER) pool. The maximum 
rate of Ca2+ efflux (VM3) = 700 ȝM/s, resulting in a cytosolic 

Ca2+ transient increase with an amplitude of 7 ȝM. The 
greater level of cytosolic Ca2+ activated the BK channels, 

immediately stopping the spike train.

In the current contribution, a theoretical evaluation 
was made of the level of [Ca2+]cyt, mainly considering 
the interaction of IP3-Rs with BK channels. The find-
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FIGURE 7. Ca2+ uptake from the cytosol by the
SERCA pump. The action of the SERCA pump is increased 

by an increment in the K2 parameter (from 1 to 2 ȝM,
being the threshold constant for pumping; red box).

The concentration of cytosolic calcium decreases
from 7 to 3.4 ȝM. Consequently, cytosolic calcium is

below the threshold required for the activation of the BK 
channels and the neuron has a sustained action potential 

train. The blue line portrays the previous simulation
(Figure 6), using the same value of VM3 (blue box) in this 
simulation. The red line depicts the present simulation 

(with the SERCA pump set at a higher rate).

ings support the possible existence of a microdomain. 
In places where the ER membrane and the cytoplasmic 
membrane are far apart, the diffusion and chelation 
will decrease the amplitude of the Ca2+ signal and this 
mechanism may not be activated. This depends, 
according to the results presented here, on the number 
of BK channels present in the membrane. The diffu-
sion and chelation processes of Ca2+ are not contem-
plated in this model.

The effect of accelerating the action of the ATPase 
pump (SERCA) was explored under conditions of high 
Ca2+ efflux (the previous simulation). An increase in 
the K2 parameter (the threshold constant for pumping) 
from 1 to 2 ȝM decreases the concentration of [Ca2+]cyt 
from 7 to 3.4 ȝM. As can be appreciated, the action 
potential train is reversed and the neuron fires contin-
uously during the simulated time (Figure 7). 

Under physiological conditions, the PMCA pump and 
the SERCA pump are responsible for avoiding an 
excess concentration of [Ca2+]cyt, which could be toxic 
to the cell [22] [49]. Such an excess concentration of Ca2+ 

would inhibit IP3-R [22]. Calcium oscillations have been 
demonstrated to move like waves with an amplitude 
in the order of nM [21] [36] and a range dependent on 
their diffusion and binding with chelating molecules 
[18]. These oscillations have been proposed as signals 
for various cellular processes, including synaptic plas-
ticity, regulation of neurotransmission, cell differenti-
ation, apoptosis, embryonic development, and secre-
tion [21]. The abrupt influx of Ca2+ into the cell by volt-
age-gated calcium channels in the plasma membrane 
activates BK channels and triggers a change in action 
potential frequency [18]. The results of the present sim-
ulation show how an abrupt, focused increase in [Ca2+]

cyt from the endoplasmic reticulum store, very similar 
to those described as “spark”, favors the activation of 
BK channels and produces a pause in the action poten-
tial train. This would imply that, under certain condi-
tions, a mechanism capable of stopping neuronal sig-
naling is activated.

CONCLUSIONS
A theoretical study of the IP3-R/BK channel interac-

tion was carried out by means of a simulator. 
Consequently, it was possible to modify the parame-
ters to regulate the concentration of Ca2+ in the cytosol 
in order to monitor the effects. The variables consid-
ered are related to the flow of Ca2+ from cytosol: out of 
the cytosol to the ER (the SERCA pump) and to extra-
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cellular space (the PMCA pump), as well as into the 
cytosol from the ER (through the IP3-Rs) and from 
extracellular space (the VGCCs). Additionally, the con-
ductance of the BK channel and the parameters of the 
Goldbeter model are included. 

Some insights were provided into the general charac-
ter of the IP3-R/BK channel interaction. (1) The [Ca2+]cyt 
concentration required to activate BK channels varies 
in accordance with the conductance of the channel. 
With a greater conductance, the concentration of Ca2+ 
necessary for activation is lower. (2) The BK channel is 
activated by an abrupt release of Ca2+ from the ER. This 
increase in Ca2+ is local and resembles spark. (3) The 
amplitude and duration of the abrupt efflux of Ca2+ 

from the ER depends on the difference in the concen-
tration between the free [Ca2+]cyt and the free [Ca2+]ER. 
The higher the concentration of the latter, the greater 
the amplitude and duration of the efflux. (4) A rise in 
the concentration of [Ca2+]cyt increases the concentra-
tion of [Ca2+]cyt and favors the activation of BK chan-
nels. (5) An acceleration of the SERCA and/or PMCA 
pumps decreases the concentration of [Ca2+]cyt, thus 
reducing or avoiding the activation of BK channels. (6) 
A rise in [Ca2+]cyt activates the BK channels, leading to 
an immediate pause or stop of the spike train. This 
function will allow the neuron to generate a firing pat-
tern in burts and under certain conditions be a possi-
ble mechanism for resetting or preventing sustained 
abnormal PA activities (7). The colocalization of the BK 
and IP3-R channels in a microdomain is a necessary 

condition for the manifestation of the following path-
way in a neuron: IP3 ĺ IP3-R ĺ Ca2+ ĺ BK channels ĺ 
pause (stop). This sequence is the regulatory mecha-
nism (8) For neurons with a low gBK, a high [Ca2+]cyt 
concentration, and a greater difference between this 
parameter and free [Ca2+]ER is necessary to activate BK 
channels. (9) In case of having an elevated level of gBK 
conductance, neurons activate the BK channels more 
easily. The aforementioned theoretical results help to 
explain the experimental data of Clements et al. [63] 
and are in accordance with the proposal made by these 
authors about the existence of Ca2+ signaling pathways 
that mediate BK channel activation according to the 
level of [Ca2+]ER.
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ABSTRACT 
This work aims to brie!y present the cutting edge of 3D printing innovation in healthcare. This technology is used 
for surgical planning, medical education, bioprinting of tissues, and medical equipment spare parts in "elds like 
pharmacology, prosthetics, surgery, and regenerative medicine. A review of the last decade was made in the search 
engines of PubMed and Espacenet. Three authors reviewed titles, abstracts, and keywords separately to identify 
studies appropriate to the topic. After the initial examination, complete texts of identi"ed relevant studies were 
obtained and classi"ed according to the authors. Results were synthesized in a narrative literature review. The revi-
sion showed that 3D printing has become of common use in the healthcare system since it allows medical personnel 
to implement customized solutions for each patient, thus reducing the probability of a false diagnostic or treat-
ment. Major applications among the advantages and disadvantages of 3D printing in healthcare were presented. 
Nowadays, the main challenge in 3D printing is the cost of the equipment and its manufacturing. In the future, the 
challenges in cost could be reduced, but processing requirements and limited materials may still need further work.
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RESUMEN 
Este artículo pretende mostrar breve y rápidamente la vanguardia del empleo de la impresión 3D en salud. La im-
presión 3D se utiliza para plani"cación quirúrgica, educación médica, bioimpresión de tejidos e impresión de re-
puestos de equipos médicos en campos como farmacología, prótesis, cirugía, ingeniería de tejidos y medicina rege-
nerativa. Se realizó una revisión de publicaciones en la última década en los motores de búsqueda PubMed y Espa-
cenet. Tres autores examinaron de forma independiente títulos y resúmenes para identi"car estudios relevantes. 
Se obtuvieron los textos completos y se clasi"caron de acuerdo con todos los autores. Los resultados se sintetizaron 
en una revisión narrativa de la literatura. La revisión mostró que la impresión 3D se ha vuelto de uso común en el 
sistema de atención médica, ya que permite al personal médico implementar soluciones personalizadas para cada 
paciente, lo que reduce la probabilidad de un diagnóstico o tratamiento falso. Se presentaron las principales aplica-
ciones, así como ventajas y desventajas de la impresión 3D en salud. Hoy en día, el principal desafío en la impresión 
3D es el costo del equipo y su fabricación. En el futuro, los desafíos en costos podrían reducirse, pero los desafíos de 
procesamiento y materiales requieren mayor desarrollo.
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INTRODUCTION
Three-dimensional (3D) printing started as a revolu-

tionizing technology in different fields of healthcare 
and, at present, has proven to be a useful technology 
up to a point to become of common use. Clear exam-
ples of this are stated in the development of orthotics 
devices, prostheses, patient-specific implants, Drug 
Delivery Systems (DDD) [1] [2], realistic anatomic models 
for education or surgical use [1] [2] [3]; the creation of liv-
ing cells, drugs, protein molecules, that replicate the 
tissue anatomy, biology, and physiology [2] [4]. It is fore-
casted that the 3D printing industry will grow up to 
8.4 billion dollars by 2025 [5].

3D printing can be defined as a collection of technolo-
gies known as rapid prototyping [1] where the conver-
sion of 3D virtual models (models created through 
Computer-Aided Design (CAD) or image processing) are 
converted into physical models without the need for 
specialized tooling, 3D printing includes several estab-
lished and experimental manufacturing techniques [1] 
[3] [5]. It is important to mention that any technique used 
in 3D printing has its limitations and applications. 3D 
printing is most commonly known as additive manu-
facturing (AM) [6]. The most common way of work of a 
3D printing machine is laying one thin layer of material 
that bonds with another thin layer of material [3]. This 
review aims to identify the latest work and perspec-
tives of 3D printing in healthcare. 

MATERIALS AND METHODS
Searches were carried out in PubMed (ncbi.nlm.nih.

gov) and Espacenet (worldwide.espacenet.com) in 
January, 2021. The studies were in English, Spanish, 
and French, published between 2009 and 2020. No 
limitation by its publication status was made. Any 
type of study was included (experimental studies, 
observational studies, reviews). The following terms 
were used for the search: "Printing, Three-
Dimensional", "Stereolithography", "Health Services", 
"Medicine", "Biomedical Research", and "Biomedical 

Engineering". In PubMed, previous terms were used 
as MeSH terms. Three authors reviewed titles, 
abstracts, and keywords separately to identify stud-
ies appropriate to the topics of prostheses and 
implants, operative and surgical procedures, muscu-
loskeletal system, tissue engineering, cardiovascular 
system, education, regenerative medicine, pharma-
cology, skin, otolaryngology, orthopedics, urology, 
gastroenterology, medical device regulation and, 
neurology. After the initial examination, complete 
texts of identified relevant studies were obtained. 
Studies were classified according to all authors, and 
disagreements as to which articles were suitable for 
each category included in this work were resolved by 
discussion. Results were arranged in a conventional 
literature review.

RESULTS AND DISCUSSION
3D printing applied to the area of healthcare has pro-

gressed rapidly in the past years. As a result, 6,402 
papers (see Figure 1) and 31 patents (see Figure 2) 
were identified.

FIGURE 1. The number of publications per year in
PubMed about major 3D printing applications in the 

healthcare field between 2009 and 2020.

Major fields of publication of papers about 3D print-
ing in healthcare include prostheses and implants, 
surgical procedures, and research about the musculo-
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skeletal system, see Figure 3. Major fields of publica-
tion of patents about 3D printing in healthcare include 
tissue engineering and regenerative medicine, pros-
theses and implants and, operative and surgical proce-
dures, see Figure 4. In the next sections, a detailed and 
selective review of major applications among the 
advantages and disadvantages of 3D printing in health-
care is presented.

FIGURE 2. The number of patents per year in
Espacenet about major 3D printing applications in the 

healthcare field between 2009 and 2020.

FIGURE 3. Major fields of publication of
papers about 3D printing in healthcare are

based on the number of publications per year
in PubMed between 2009 and 2020.
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Advantages of 3D printing
It can be said that the main advantage of 3D printing is 

the personalization of a 3D model that solves a 
patient-specific problem at a low-cost burden [6] [7]. 
However, 3D printing technologies also enhance or 
complement surgical training, research, minimally 
invasive diagnosis, and disease models [7] [8] [9] [10] [11] [12] [13].

 The main advantage of 3D printing is that it can be 
used in different applications by only changing the 
printing technique and material. i.e., in tissue engi-
neering using 3D printing techniques, it is commonly 
the use of hydrogels because hydrogels allow good 
permeability of nutrients and facilitate cell growth [14]. 
The use of materials such as metal is used in applica-
tions where high mechanical resistance is needed. In 

applications such as prosthetics or orthotics, materials 
using metal can be used. In contrast, in applications 
such as tissue engineering, materials such as bioce-
ramics and bioglass are used since these materials 
allow the permeability of nutrients [14].
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One of the biggest roadblocks in 3D printing technol-
ogy is that there is no well-established method of the 
process that validates the quality check in developing 
3-D printed medical devices [8] [15]. 

The main disadvantage in 3D printing is found in its 
manufacturing, where the two challenges are the neg-
ative effects of the blemishes situated in the inner part 
of the 3D model at sub-millimeter scale, which can 
result from the feed supply that is damaged or machine 
failures and the effect of the component’s placement 
amid the print on the execution of the material [2].

Regarding the printing technologies, there are still 
some limitations such as: narrow color range in stere-
olithography printing (STL), low resolution in fused 
deposition modeling (FDM), and poor quality of the 
surface finish in selective laser melting technique 
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FIGURE 4. Major fields of publication of
patents about 3D printing in healthcare are

based on the number of publications per year
in PubMed between 2009 and 2020.
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(SLM) [16] [17]. Although, inkjet bioprinting represents 
an optimal printing technology in terms of costs and 
performance, the printed structures may have an 
irregular and rough shape due to the hydrogels used as 
bio-inks [16] [18]. Additionally, the 3D printed material 
should have specific properties such as flexibility, 
adaptation, and significant biocompatibility to ensure 
sufficient vascularization and maturation of the 
printed tissue [18] [19].

3D printing in prosthetics and implants
3D printing in prosthetics can be divided into two 

types: internal prosthetics and implants and external 
prosthetics.

Orthoses and splints could be found in external pros-
thetics. 3D printing has shown various advantages, 
such as sustainable development and costs reduction. 
This is particularly relevant in marginalized commu-
nities [7] [10] [15] [20]. The most common technique used is 
additive manufacturing (AM). The main advantage of 
3D printing is efficiency since this model can be mod-
eled using CAD design, allowing to suit the prosthetics 
perfectly to human anatomy [11].

Internal prostheses and implants are mainly used in 
orthopedics. Prostheses and implants must mimic the 
mechanical properties of bone to maximize its perfor-
mance in the human body [10]. The selective laser melt-
ing (SLM) technique is a 3D printed technique used to 
produce internal prostheses and implants. Another 
technique is selective electron beam melting (SEBM) 
created by the Swedish company Arcam AB [9]. Both 
processes work by using high energy beams to disinte-
grate transversal forms into plies of metal powder 
melding powder particles into a new structure. The 
major difference between SEBM and SLM techniques 
is their source of power, the former uses electrons, and 
the later a laser [9]. Enumerated additional requisites of 
internal prostheses and implants are being biocompat-
ible, allowing cell attachment and expansion, and 
possess satisfactory porosity [9] [21] [22] [23] [24] [25].

Patents in the field are related to manufacturing devices 
based on multiple robotic arms and sprayers, manufac-
turing methods based on the reconstruction of 3D 
images for facial prosthesis, development of new mate-
rials for bone implants, and guiding systems for coloca-
tion of dental implants made by stereolithography such 
as three-dimensional printing devices [26] [27] [28] [29] [30]. 

3D printing in surgical procedures
Surgical procedures request high-quality procedural 

outcomes in combination with optimal safety out-
comes [6]. 3D printing brought into the surgical field as 
a tool for simulating all surgical steps ahead of time 
results in a better comprehension of complex underly-
ing anomalies. This can enhance better diagnostics 
and assist in surgical planning [6] [7]. For example, in 
craniofacial and maxillofacial surgery where its suc-
cess has been demonstrated [7]. The key components for 
surgical 3D printing are (1) analysis (critical thinking 
for problem-solving solutions), (2) planning (endpoint 
goals are fixed to formulate a surgical plan), (3) virtual 
surgery (multiple strategies can be run to determine 
the most optimal approach for surgery), (4) implant 
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design and production (biocompatible implants can be 
printed as an additional complement in surgery), and 
(5) postoperative analysis (the accuracy of the results 
can be compared using computed tomography) [6]. 3D 
models regularly take a day or longer to create. This 
means that 3D models can be used for surgical proce-
dures where long-term planning is involved. 

Success stories of application in surgical training 
include endoscopic ear surgery (the 3D printed models 
help the surgeons to reduce time), comparison of plan-
ning with 3D imaging techniques vs. 3D printing (3D 
printing allowed surgeons to create better surgical 
strategies), endoscopic endonasal (where surgeon 
accelerate their learning process) [6].

Patents in the field are related to methods for fabrica-
tion and collocation of 3D printed materials for facial 
bone fractures and knee joint replacement [27] [31] [32] [33] 34].

3D printing in regenerative medicine
3D printing in regenerative medicine is recognized as 

an emerging technology that allows the fabrication of 
biomimetic tissues and organs by cultivating cells on 
scaffolds. 3D printing in regenerative medicine is 
made using CAD and computer-aided manufacturing 
(CAM) methods [18] [35] [36]. Fabricated tissues and organs 
could be used for medical transplantation in regenera-
tive medicine or drug testing.

To differentiate the specific application of 3D print-
ing within regenerative medicine, it is commonly 
referred in the literature as 3D bioprinting. As it can 
be imagined, 3D printing in regenerative medicine 
has specific challenges, such as the preservation of 
biological functions of cells and to mimic the archi-
tectures and mechanical properties of biological tis-
sues [19]. The 3D printing technology in the field of 
regenerative medicine had advanced rapidly since its 
beginning in 2005, when the first cell printing was 
performed [36]. 

Patents in the field are related to the fabrication of 
encapsulated bodies of cells [37] [38] [39], preparation and 
application of new materials useful as scaffolds [40] [41] 

[42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53][ 54], or new bioinks 
with improved printability characteristics [55]. 

Bioprinting, biofabrication
and bioassembly

Bioprinting in regenerative medicine has been used 
in literature as a general term, which refers to any bio-
fabrication process. However, Moroni et al. have rec-
ommended a classification to distinguish each term 
[56]. Biofabrication is the production by bioprinting or 
bioassembly of products that are biologically func-
tional using living cells, biomolecules, or biomaterials 
[56]. Consequently, bioprinting is only one approach to 
biofabrication. Bioassembly, which is the other major 
approach of biofabrication, is the process of biofabrica-
tion by the assembly of pre-formed cell-containing 
building blocks [56]. 

Bioprinting techniques 
The most widely used bioprinting techniques are ink-

jet-based printing, laser-based printing, extru-
sion-based printing, and stereolithography STL [18] [19].

Inkjet-based printers dispense cells or biomaterials as 
liquid droplets. The first inkjet-based printer was a 
modification of a commercial desktop inkjet printer 
where ink cartridge was substituted by a suspension of 
cells [19]. Inkjet based printers use thermal, piezoelec-
tric, or electromechanical valve mechanisms to print 
heads to generate the droplets. Thermal printers apply 
heat to the print head to increase pressure and generate 
droplets. Piezoelectric printers apply a wave of pres-
sure to split out a droplet of ink. Electromechanical 
valves printers open and close electromechanical 
valves to generate droplets. Advantages of inkjet print-
ers are low cost, versatility in managing a wide range of 
cells and biomaterials with low viscosity (<10 centi-
poises), high resolution (20-100 micro-meters), high 
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speed (1-10,000 droplets per second), precise control of 
droplets parameters such as volume (1-300 pico-liters), 
pressure and temperature [19]. However, one disadvan-
tage of inkjet-based printers is stress, either thermal o 
mechanical induced to cells, limitation to use high 
viscosity cells and biomaterials which could result in 
obstruction of projecting spouts, the high variability of 
droplet volume, early condensation, and random dis-
persion of cells within dispensed volume [19].

Extrusion based printers extrude strands of cells and 
biomaterials by applying constant pressure through a 
nozzle by pneumatic or mechanical systems. The 
advantages of inkjet printers are their versatility to 
manage a wide range of cells and biomaterials, espe-
cially with high viscosity, precise control of nozzle pres-
sure, and nozzle moving speed [19]. One disadvantage of 
extrusion-based printers is the shear stress imposed on 
cells. The survival rate of cells after extrusion-based 
printing is 40-86% lower than inkjet-based printing [19]. 

Laser-based printers eject droplets of cells and bioma-
terials from a ribbon structure into a receiving substrate 
propelled by the high pressure produced by the energy 
absorption of the laser by the ribbon structure. The rib-
bon structure is composed of one energy-absorbing 
layer made of glass coated with nanofilms of gold or 
titanium and a second layer with a suspension of cells 
and materials [18]. Advantages of laser-based printers are 
their versatility in managing a wide range of viscosity 
of cells and biomaterials (1-300 mili-Pascals per sec-
ond), high density of cell deposition (<108 cells per 
mili-liter), high resolution (one cell per drop), high 
speed and visualization of cells during deposition [19]. 

STL uses a laser of UV light to solidify sections of a 
photo-sensitive precursor solution layer by layer. The 
advantages of stereolithography are high resolution 
(micro-meters). Disadvantages are using only pho-
to-sensitive materials and damage induced to cells 
and biomaterials for UV exposure [19].

Bio-inks
Bio-inks are compositions of cells and biomaterials, 

such as supporting materials and growth factors. Bio-
inks are mainly composed of hydrogels, polymers 
with high water content, and cross-links like extracel-
lular matrix. Bio-ink components could be natural 
such as agarose, alginate, chitosan, collagen, fibrin, 
gelatin, gel, and gum, or artificial such as hyaluronic 
acid, pluronic, polyethylene glycol (PEG), and poly-
caprolactone (PCL) [36]. Desirable properties of a bio-
ink are mechanical stiffness, structural stability, bio-
degradability, thermic stability, biocompatibility and 
tissue induction and printability [36] [57]. The mechani-
cal stiffness of bio-ink should be similar to the mechan-
ical stiffness of healthy tissue, which is important to 
support loads and maintain the shape of the implant 
within the body [36]. Structural stability and biodegra-
dation denote the maintenance of the structure during 
printing with a duration of the implant enough to 
allow tissue remodeling and integration of the cells 
into the target tissue [36]. Thermal stability relates to 
the property of the bio-ink to remain intact at a rela-
tively high temperature, for example, polymers are 
solid at 37°C [57]. Biocompatibility and tissue induction 
are related to the biological activity and adherence in 
agreement with cell-matrix interactions of the target 
tissue [36]. Printability is related to the viscosity and 
homogeneity of the solution to allow extrusion while 
maintaining structure after deposition and avoiding 
high shear stress on cells [36].

3D Bioprinting process
The 3D bioprinting process is like a 3D printing pro-

cess with some particularities, see Figure 5. The bio-
printing process is initiated by the formation of a tis-
sue or organ blueprint using CAD based on digital 
images coming from imaging modalities such as 
Magnetic resonance imaging (MRI) or computed 
tomography (CT) and the selection of suitable materi-
als according to histological structure, composition, 
and tissue and organ topology [18]. The bioprinting pro-
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cess continues using CAM with the selection of the 
appropriate printer and bio-ink [18]. Finally, the bio-
printed tissue or organ is maturated in a bioreactor to 
mimic in vivo environment of the target tissue [18].

FIGURE 5. 3D bioprinting process.
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3D printing in research
According to [5], 3D printing opens new opportunities 

for scientific research activities. 3D printing allows the 
creation of phantoms that can help understand physi-
ological processes that are not yet fully comprehended 
alongside a better understanding of complex patholo-
gies. e.g., hemodynamics can be investigated by veloc-
ity-encoded MRI or by optical flow measurements in 
transparent models.

3D printing in medical education
and training

3D printing has proven its value in medical training. 
As stated in [5] [6] [58], 3D printed models can have a very 
high value in educational use instead of just images. 3D 
sections representing a patient with its body structures 
(bone and vascular) and soft tissues can be printed. To 
create a 3D model first, an imaging modality is chosen; 
it can be either through computed tomography or mag-
netic resonance imaging. From multiple images, volu-
metric data is acquired. This set of images are put 
together, and after the noise is smoothed out, a 3D 
virtual model is created, ready to be printed [2] [3]. The 
accuracy of these models is enough due to the image 
processing techniques. Within an educational setting, 
results show that 3D printing gives a better under-
standing of anatomy compared to 2D images [6].

3D printing in pharmacology
Patient-specific DDD is the most common technolog-

ical development in pharmacology [59]. At present, the 
FDA has approved 3D printed DDD in disintegrating 
dosage forms such as mini-tablets and films that are 
suitable for children [60].

3D DDD offers favorable circumstances regarding 
individualized medication conveyance and financial 
perspective since this is a cheaper alternative to tradi-
tional dosage solutions [12] [15] [20] [59] [60] [61]. To print 3D, 
DDD 5 techniques will be reviewed.

Stereolithography (STL) in pharmacology is the most 
commonly used technique. Some examples of materi-
als fabricated using this technique are topical patches 
and microneedles [59]. This technique has the disad-
vantage of short dosage delivery [13] [59].

Selective laser sintering is used to build DDD using 
polymers such as Nylon, poly-L-lactic acid (PLLA), 
and PCL [59]. This technique gives potential outcomes 
for controlling the porosity and the medication dis-
charge energy of the 3D printed structures. The fun-
damental limitations are the absence of reasonable 
cost printers [2] [13] [59].

Fused filament fabrication (FFF) or fused deposition 
modeling (FDM) is the most common technique in the 
area of pharmacology. The adaptability of FFF permits 
assembling drug conveyance with different geome-
tries and additionally changed medication discharge 
profiles for patient-explicit medicines at high repro-
ducibility [13] [59]. 

A pressure-assisted microsyringe is the newest strat-
egy for DDD. Pressure-assisted microsyringe produces 
DDD from films of poly-lactide-co-glycolide (PLGA) 
glues, hydrogels, or viscous polymers. However, the 
amount of medication is limited by the rheological 
characteristics of the materials [59].
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3D printing applications

3D printing applications -
Neurologic Applications 

When medical personnel performs neurological 
surgeries (i.e., Cerebral aneurysm surgery), they 
can encounter intricate anatomical structures that 
cannot be seen externally. In order to observe com-
plex anatomical structures, it is commonly used 
two and three-dimensional images obtained 
through CT or magnetic resonance imaging MRI [62]. 
Although images allow complex anatomical struc-
tures to be visualized, they do not allow medical 
personnel to appreciate these structures physically. 
By using imaging techniques, 3D printed anatomi-
cal forms can be constructed, which allow preoper-
ative planning. 

Preoperative planning brings a few advantages, such 
as reducing surgery time and decreasing the risk of 
injuring a patient [63]. Neurosurgical models can be 
printed through FDM, STL, selective laser scintigra-
phy, and photopolymerization technologies [64]. 
According to [65] Acrylonitrile Butadiene Styrene (ABS), 
plastic, and white resin are validated materials to be 
used in surgical training. Current patents in this field 
cover the methodology of creating the 3D replica of 
patient anatomy [66].

3D printing technology can also be used for printing 
instruments and implants that correspond to individ-
ual patient anatomy [67]. In the case of 3D printed 
implants, advanced materials such as stem cells are 
used. These methods are considered for either creating 
new nervous tissue or enhancing the innervation of 
tissue-engineered constructs [57]. These tissues have 
basic cellular phenotypes, and previous research 
shows that their functionality lasts for over two weeks 
after printing [16]. Current patents using steam cells 
relate to using inkjet printers to place viable cells in a 
three-dimensional architecture [68] [69].

3D printing applications -
Cardiovascular Applications 

Cardiovascular disease is one of the most severe ill-
nesses that endanger human health, therefore, the best 
treatment must be applied [70]. 3D printing offers the 
possibility of delivering the best diagnostic and cardio-
vascular treatment since 3D printing has been used for 
customized individual printing of cardiovascular mod-
els, surgery planning, and simulation of intravascular 
surgery, resulting in improving the success rate of car-
diovascular surgeries or treatments [16] [71] [72]. For print-
ing 3D cardiovascular models, photopolymer inkjet 
printers are recommended since they retain a high 
resolution and can print complex structures [70] [73]. The 
polymeric materials perform the best in terms of qual-
ity for cardiovascular models and training tools [70]. The 
current challenge of 3D printing in the cardiovascular 
field is bio-printing materials used to create functional 
tissues (stent, valve, tissue-engineered scaffold) that 
mimic the hearth's physiological function [16] [70] [74] [75] 

[76]. The biomaterials used for tissue are mainly based 
on hydrogels since it is a very versatile material. The 
hydrogel material can adjust its cross-linking density, 
molecular bonding, and swelling degree to customize 
its mechanical property [70]. The future research of 3D 
printing cardiovascular disease will focus on bioprint-
ing that can transport blood nutrients [70]. Like in 3D 
printing in neurologic applications, the methodology 
for creating a 3D printed cardiovascular model is 
founded in U.S. Pat. No. 20150025666A1 and its appli-
cation is being applied at the Children National Medical 
Center. In 2015 the Guangzhou Hongchang registered a 
technique for printing a small-caliber bioartificial 
blood vessel that can be used for coronary artery 
bypass grafting, hemodialysis, and cerebrovascular 
replacement (C. N. Pat. No. 104771783A).

Musculoskeletal Applications 
Muscles, ligaments, and connective tissues are used 

on the body to transfer force and facilitate joint move-
ments. Muscles, ligaments, and connective tissue 
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might get broken or hurt due to trauma or tumors [77]. 
Muscle, ligaments, and connective tissue treatment 
refer to tissue transplantation, which its disadvantage 
is found in the host tissue mechanical properties [77]. 
3D printing using tissue engineering techniques has 
the purpose of muscle reconstruction [18]. Hydrogels 
are a common material used in 3D printing tissue engi-
neering techniques. Hydrogels are designed to act as 
an artificial extracellular matrix and give living cells 
an environment to grow [14]. Other materials like bioc-
eramics (hydroxyapatite), calcium phosphate, and bio-
glass have been used for bone regeneration because 
they are porous, and like hydrogels, facilitate cell 
growth [14]. Common 3D printing techniques for tissue 
engineering are stereolithography, selective laser sin-
tering, FDM. Previous research has shown that these 
3D cell printed muscles exhibit bioelectrical mimetic 
functionality and structural characteristics [35] [16].

Bones and Cartilage Applications 
The bones are tissues with the ability to self-regener-

ate and self-repair, but diseases like cancer, infection, 
trauma, and congenital deformities can prevent bone 
regenerates or repairs. To treat bone diseases, the 
transplantation of artificial bone substitutes promotes 
bone healing by osteogenesis [77]. Bone substitute 
transplantation treatment has many disadvantages, 
such as transplant rejection and transmission of dis-
eases. Like in musculoskeletal 3D applications, 3D 
printing is used in bones and cartilage, tissue engi-
neering using 3D printing techniques, create scaffolds 
in combinations of cells, materials to improve or 
replace biological tissues. The 3D printed scaffolds 
must use biocompatible materials connected by a 
porous 3D connected matrix to deliver nutrients [18] [77] 

[78]. A common technique used for creating bone tissue 
is the hyaluronic acid bio-inks [35]. A material that has 
proven to be useful for 3D printing bone applications is 
the polyethylene glycol (PEG) hydrogel, which is 
mechanically strong, and porous matrixes can be cre-
ated with this material [35] [57] [77]. 

The articular cartilage is a smooth surface. The carti-
lage surface provides support and facilitates joint 
movements. Since the articular cartilage is avascular 
and is subjected to external forces, when it degener-
ates, it is common to see injuries that can evolve in a 
disease like joint arthritis [14]. Tissue engineering using 
3D printing techniques, and using hydrogels materi-
als, have the purpose of creating cartilage. Currently, 
the main problem in 3D printing for articular cartilage 
is a strong form of the inferior 3D printed cartilage 
tissue [77].

Gastroenterology Applications
Stem cells are also employed in the field of gastroen-

terology for the 3D bioprinting of liver tissue, in the 
form of microstructures that show hepatocyte-like 
phenotypes and high cell viability [16] [71]. This rep-
resents a great advantage in the process of liver trans-
plants since there is currently a limited number of 
donors. Furthermore, the production of hepatic tissue 
allows a personalized study about the condition of the 
liver [71]. As seen in other areas, further applications of 
3D bioprinting include planning and guidance during 
surgical operations of the liver for improved screening 
of the hepatic structures and for medical education, 
since the 3D bioprinting of these tissues is a preferable 
alternative to the use of cadavers in terms of costs and 
sociocultural issues [79]. Patents in this field are related 
to the methods for 3D printing of liver tissue [80] and 
modeling methods for pancreatic surgical planning [45].

Dermatology Applications
Applications in the field of dermatology include the 

fabrication of adipose tissue and skin tissue with its 
equivalents (sweat glands and hair follicles). In this 
field, the great advantage of the 3D bioprinted tissues 
is that they are quickly obtained while having enough 
accuracy as the natural ones [18] [35]. Stem cells originat-
ing from human adipose tissue are used to create 3D 
grafts that are complex enough to be compared with 
the natural adipose tissue. Moreover, the 3D printed 
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adipose tissue has the optimal conditions to be used 
for transplants and allows a personalized study about 
the condition of the adipose tissue. A great process in 
the development of skin tissue has been achieved by 
using collagen matrices embedded with fibroblasts 
and keratinocytes as bio-inks. This ensures that there 
is sufficient vasculature to support the tissue since a 
poor vascularization may have adverse effects on the 
3D bioprinted tissue, including necrosis [16]. For the 
reproduction of sweat glands, a combination of com-
ponents taken from the tissue is used, and its initial 
experiments have been successful [18] [35]. Patents on 
this field specify the preparation methods for 3D 
printed skin [44] [81].

Orthopedic Applications
The obtention of 3D printed models to compensate 

for the loss of bone and cartilage is the main goal 
within this area by using the inkjet bioprinting tech-
nology [18] [82]. With hydrogels as bioinks, the time 
needed for the creation of the bone tissue is reduced, 
and its mechanical properties are enhanced. To ensure 
vascularization, the pores of the printed structures are 
around 300 µm [82]. These models are also used in phar-
macokinetic studies and for the research of bone-re-
lated diseases [82]. Several patents are found in this 
field related to the methods for bone and cartilage 
printing [26] [31] [34] [43] [47] [50].

Otolaryngology Applications
One of the clearest examples of the 3D printing rele-

vance in the field of otorhinolaryngology is the produc-
tion of hearing aids, as most of the ones available on the 
market are printed in 3D [83]. Patents in this field include 
the preparation and manufacturing methods of bones 
with applications in hospitals [53] [69] [84] [85]. Furthermore, 
as with the above-mentioned applications, 3D printing 
is also used for surgical education and training since, 
by providing accurate and complex models, recon-
structive surgeries have proven to have improved out-
comes and have even been carried out in a reduced 

period of time [83]. The most relevant 3D-printed mod-
els/simulators used for surgical education and training 
in the field of otolaryngology are [17] [83]:

• Temporal bones.
• Auricular reconstruction.
• 3D-printed auricular prosthesis.
• Tissue-engineered trachea.
• Ear, sinonasal, skull base, septoplasty, and laryn-

geal surgery simulators.

Urology Applications
Applications of 3D-print in urology include education 

and surgical planning [86] [88]. Printed models include 
kidney, liver, prostate, ureters, kidney tumors, and 
renal pelvicalyceal systems [87] [89]. The materials used 
for this go from silicone, wax, or polymers for the kid-
ney models and polyvinyl alcohol hydrogels and 
3D-printed injection molds for renal systems. These 
models are used for renal transplantation and treat-
ment of renal masses with suspected renal cell carci-
noma. This is possible since the materials used in 3D 
printing share similar characteristics with the organ in 
terms of shape, elasticity, and mechanical strength [87]. 
Renal pelvicalyceal systems are used in the treatment 
of nephrolithiasis. Other applications of 3D-printing in 
urology are the creation of equipment such as stents 
and trochars [86]. 

Nutriology Applications
Within food science, 3D-printing has been proposed 

as a method to obtain personalized functionalized 
foods [90]. Functional foods (FF) are considered as 
“foods that supply nutrients and offer potential health 
benefits that can enhance the well-being of people” 
[90]. The aim is to offer customized foods that, accord-
ing to the needs of the user, are supplemented with 
proteins, sugars, vitamins, and minerals. Examples of 
ingredients used in 3D-printing are chocolate, pasta, 
and pork pure, which have been used to produce pizza 
and enriched cookies [90]. 
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Radiology Applications
As well as in other fields, applications of 3D-print in 

radiology include education and surgical planning [91]. 
Specifically, within this field, 3D-printing has been 
used in vascular radiology with the aim to reduce 
operating times and complications [91]. The production 
of those 3D printed models follows four steps: image 
acquisition, image segmentation, creation of a 3D 
model, and 3D printing [92].

The modality used for the image acquisition in 
DICOM format (being CT the most common one) 
depends on the characteristics of the target [93]. The 
segmentation consists of the extraction of regions of 
interest (ROI) for its 3D reconstruction based on the 
target tissue and pathophysiology [93]. It has been pro-
posed that artificial intelligence can be applied to 
improve segmentation and also a fusion of multiple 
imaging modalities [94].

3D printing regulations 
In America, the Food and Drug Administration (FDA) 

has emitted, through several centers, guidance docu-
ments and regulations to be followed according to the 
type of application [95]:

• The Center for Devices and Radiological Health 
(CRDH) supervises medical device applications.

• The Center for Biologics Evaluation and Research 
controls Biological applications.

• The Center for Drug Evaluation and Research 
supervises pharmacology applications.

Along with these regulations, the FDA also offers 
descriptions of the 3D printing processes and learning 
resources for its application in biomedical sciences. 
The goal is to accelerate the manufacturing process in 
3D printing and ensure the correct implementation of 
this technology.

3D printing challenges 
The use of 3D printing involves several challenges for 

its implementation in the healthcare sector. According 
to a survey made on 700 professional users, the biggest 
challenges are related to the expenses of the equip-
ment and production, the requirements for its poste-
rior processing, and the short supply of materials [96].

A solution for the cost-related challenges could be the 
optimization of the manufacturing processes. Another 
challenge is the resistance to change the guidelines 
and processes in the healthcare sector [12].

Further challenges are described below. Within the 
printing process to obtain blueprints of tissues and 
organs of complex anatomies is a challenge [97]. Also, 
during manufacturing replication of tortuous and thin 
structures [97], removing negative material from cavi-
ties [98] are other challenges. Another specific chal-
lenge for regenerative medicine is the integration of 
tissues and various cell types and the assurance of 
long-term functionality [4]. 

Specific challenges for applying 3D printing in phar-
macology include regulatory aspects such as assur-
ance of safety and quality of materials and final prod-
ucts [60]. Ensuring the proper disposal of printed parts 
when they are no longer required is an additional reg-
ulatory challenge.

These and other challenges need to be addressed to 
ensure advanced and application of 3D printing in 
healthcare.

CONCLUSIONS
3D printing started as a revolutionizing technology 

in the different fields of healthcare and, it has demon-
strated to be a useful technology up to the point of 
becoming of common use. This brief review aimed to 
identify the latest work rapidly and perspectives of 3D 
printing in healthcare. Major applications among the 
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advantages and disadvantages of 3D printing in 
healthcare were presented. Three-dimensional print-
ing still has challenges that need to be tackled to 
ensure the progress and application of 3D printing in 
healthcare.
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ABSTRACT 
This investigation aims to evaluate the antibacterial activity of nanostructured hydroxyapatite based materials 
doped with silver and !uorine, to be used as a biomaterial with antibacterial activity. Four di"erent formulations 
were prepared by combustion method: hydroxyapatite, hydroxyapatite-!uorine, hydroxyapatite-silver-!uorine 
and hydroxyapatite-silver, with 2% of the doping agents. X-ray di"raction technique was used to determine the 
mineralogy, identifying the presence of Ca5(PO4)3OH, Ca2P2O7, Ag3PO4, AgCa10(PO4)7 Ca5(PO4)3F and CaF2 phases for 
the studied samples. Scanning electron microscopy was used to study the morphological structure and it showed 
homogeneous crystallization of the hydroxyapatite and the inclusion of dopant agents. The antibacterial activity 
was determined using a modi#ed inhibition test zone to observe if the bacteria (E. faecalis) was susceptible to the 
antimicrobial agent by the appearance of the zone of inhibition on the agar plate. Both the hydroxyapatite-silver 
and the hydroxyapatite-silver-!uorine materials generated an inhibition zone. It was possible to determine the mi-
nimum inhibitory concentration needed to kill most viable organisms after 48 hours of incubation using the broth 
microdilution method, resulting in 75 µg/ml and 200 µg/ml for the hydroxyapatite-silver and the hydroxyapati-
te-silver-!uorine formulation, respectively. These materials could be used for the development of new biomaterials 
that can be used in dental applications.

KEYWORDS: hydroxyapatite; antibacterial; silver
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RESUMEN 
El objetivo de esta investigación es analizar la actividad antibacteriana de materiales nanoestructurados a base de 
hidroxiapatita con iones de !úor y plata que le con#eran características particulares para que pueda ser utilizado 
como un biomaterial con actividad antimicrobiana. Se realizaron cuatro formulaciones distintas: hidroxiapatita, 
hidroxiapatita-!úor, hidroxiapatita-plata-!úor e hidroxiapatita-plata con un 2% de los agentes dopantes. La sín-
tesis del material se realizó a través del método de combustión. La caracterización mineral se realizó a través de 
difracción de rayos X identi#cando las siguientes fases en las diversas formulaciones: Ca5(PO4)3OH, Ca2P2O7, Ag3PO4, 
AgCa10(PO4)7 Ca5(PO4)3F and CaF2. La estructura morfológica se analizó a través de microscopía electrónica de barri-
do que muestra la formación de estructuras compactas, presencia de cristales y la incrustación de !úor y plata. Se 
analizó la actividad antimicrobiana utilizando una prueba modi#cada para la observación del halo de inhibición, 
encontrándose solamente que los materiales que contenían plata-!úor y plata generaron dicho halo de inhibición. 
Por otra parte, usando la prueba de microdilución en pozo se encontró que la concentración mínima inhibitoria 
para el material de HA-Ag fue de 75 ȝg/ml y para el material de HA-Ag-F fue de 200 ȝg/ml, después de 48 horas de 
incubación utilizando E. faecalis.

PALABRAS CLAVE: hidroxiapatita; antibacterial; plata
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INTRODUCTION
Hydroxyapatite (HA), Ca5(PO4)3(OH), is an inorganic 

calcium phosphate compound present in nature includ-
ing the human body [1] [2]. Synthetic hydroxyapatite is a 
biomaterial because it is biocompatible with human 
tissues and has bioactive properties. Therefore, Nayak [3] 
says that “it is widely used in various biomedical appli-
cations, mainly in orthopedics and dentistry” (p903).

Incorporating dopants into minerals can greatly mod-
ify the mineral characteristics related to the crystalli-
zation degree or improvement of stability [4]. Adding 
fluorine to HA produces fluorohydroxyapatite, which 
is more chemically stable and has a lower solubility 
than HA alone [5]. HÁ s cation exchange rate is very 
high with heavy metals or ions like Pb2+, Ca2+, Cu2+, 
Mn2+, Co2+ and Ag+ among others [6]. Metallic or ionic 
silver compounds have been used in a wide variety of 
products due to their antibacterial activity (including 
bacteria, viruses and fungi) [4] [7] [8]. According to Kolmas 
et al. [9], silver has “strong antibacterial properties of 
an exceptionally broad spectrum” (p3-4).

At low concentrations, silver cations are microcidal 
and can be used to treat burns, wounds, ulcers or as 
coatings of medical devices or implants because it 
delays the microbial biofilm development [10]. It is 
important to calculate the silver content in doped 
hydroxyapatite based materials, according to Kolmas 
et al. [9] “since it should be high enough to be able to 
effectively fight microorganism, while at the same 
time it should also be limited in order that it does not 
adversely affect the condition of mammalian tissues” 
(p5). The antimicrobial effect of silver nanostructures 
material systems occurs in different ways in the micro-
bial cell, such as damage to the cell membrane by 
destabilization and cell lysis, damage to the subcellu-
lar microbial structure, caused by free Ag+ ions and 
generation of reactive oxygen species (ROS) or inacti-
vation of proteins, enzymes and nucleotides, as well as 
the modification of microbial signal transduction 

pathways [11] [12]. The antibacterial effects of silver com-
pounds shows less toxicity in human cells by altering 
metabolic pathways unique to bacteria and inducing 
apoptosis dependent on particle size [13].

Among all the methods or techniques used to prepare 
HA, combustion has its advantages because it produces 
nanocrystalline powders with specific characteristics 
depending on the combustion heat and gas evolution [4].

According to Clinical and Laboratory Standards 
Institute (CLSI) standards for antimicrobial suscepti-
bility test, there are several ways for determining bac-
tericidal activity of antimicrobial agents such a disk 
diffusion, broth dilution and agar dilution that mea-
sures the inhibitory activity (MIC) of an antimicrobial 
agent [14] [15]. For routine determinations, the microdilu-
tion method is preferred. 

Enterocuccus faecalis (E. faecalis) is a microbial indica-
tor of peri-implantitis and endodontic failure, since the 
bacteria has been found in the tooth root and the sur-
rounding tissue after implant placement [16] [17]. Confocal 
microscopy studies have demonstrated its persistence 
in the periapical spaces and the root cementum [18].

The aim of the present study is to investigate the anti-
bacterial activity of hydroxyapatite and hydroxyapa-
tite based materials doped with silver and fluorine 
against E. faecalis since it is the most prominent 
microorganism involved in persistent infections after 
root canal therapy [18].

MATERIALS AND METHODS

a) Hydroxyapatite based material preparation

In order to prepare the hydroxyapatite based 
materials with and without silver and fluorine, 
calcium nitrate (Ca(NO3)2), ammonium phosphate 
dibasic ((NH4)2HPO4), silver trifluoroacetate 
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(CaF3O2Ag), calcium fluoride (CaF2) and silver 
nitrate (AgNO3) were used as precursors. Urea 
(CO(NH2)2) was used as fuel. 

Four different hydroxyapatite materials were formu-
lated: hydroxyapatite (HA), hydroxyapatite with fluo-
rine (HA-F), hydroxyapatite with silver and fluorine 
(HA-Ag-F), and hydroxyapatite with silver (HA-Ag). 
The synthesis of 5 grams of all four HA materials was 
performed using the combustion method. For all the 
formulations a 1.67 ratio of Ca/P was used, as for the 
HA-F, HA-Ag-F and HA-Ag formulations, 2% of the 
doping agents were used. Every formulation received 
two thermal treatments, the first one up to 600°C/240 
min with a heating speed of 5°C/min, and the second 
one up to 900°C/240 min at same conditions.

b) Characterization 

The powder samples obtained were characterized 
by the X-ray powder diffraction (XDR) method 
(Bruker X-ray Diffraction D8 Advance diffractom-
eter) with Cu K Į1. Data were collected over ș�
range of 10-70°. The final materials’ surface was 
observed by using scanning electron microscopy 
(SEM) (JEOL JSM 7600F microscope).

c) Antibacterial evaluation

The materials’ antibacterial effects were tested 
against ATCC reference and clinical microbial 
strains (E. faecalis ATCC 29212). First, a modified 
inhibition test zone (Kirby-Bauer Test) was per-
formed to observe if the bacteria were susceptible 
to the antimicrobial agent by the dimension of 
the inhibition zone on the agar plate. E. faecalis 
ATCC 29212 was grown in pure culture. Using a 
sterile swab, a suspension of the axenic culture 
was spread evenly over the surface of a Mueller-
Hinton agar plate. Instead of using a paper disk as 
indicated in the CLSI guide, each material was 

applied to the center of a different agar plate. 
After 24 hours of incubation at 37°C, the plates 
were observed to see the inhibition around the 
test product. A control plate was also performed.

The broth microdilution method (Muller-Hinton 
broth) was used to determine the minimum inhibitory 
concentration. Dilutions of the materials were pre-
pared freshly for each experiment. Microbial suspen-
sions of 5 x 105 colony-forming unit (CFU)/ml obtained 
from 18 to 20 hours bacterial cultures developed on 
solid media were used. 

RESULTS AND DISCUSSION

a) Characterization

All materials obtained were homogeneous pow-
ders. The mineralogical XDR analysis of the 
materials identified hydroxyapatite as a primary 
phase and various structures and other types of 
phosphates. Table 1 shows the crystalline phases 
present in the studied samples and their respec-
tive XDR identification card, obtained by XDR.

The XDR patterns of the hydroxyapatite based mate-
rials are shown in Figures 1 to 4. All figures present 
two diffraction patterns, because two different ther-

TABLE 1. XDR Crystalline phases.
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mal treatments were applied, one at 600°C and the 
other at 900°C. Different heat treatments were applied 
in order to evaluate the thermal effect on the crystalli-
zation phase. All XDR diffraction patterns were 
obtained from the different materials’ powder. 

The heat-treated samples at 900°C, show patterns 
that have better definition, in terms of crystallization. 

Figure 1 shows the hydroxyapatite formulation XRD 
patterns, that closely matches the regular hydroxyap-
atite pattern. It shows the presence of Ca5(PO4)3OH as 
main phase; also Į-Ca2P2O7, and ȕ-Ca2P2O7 as second-

FIGURE 1. Hydroxyapatite 
(HA) XDR diffraction pattern.

FIGURE 2. Hydroxyapatite with fluorine 
(HA-F) XDR diffraction pattern.

FIGURE 3. Hydroxyapatite with silver and 
fluorine (HAAg-F) XDR diffraction pattern.

FIGURE 4. Hydroxyapatite with silver 
(HA-Ag) XDR diffraction pattern.

ary phases. Figure 2 shows the hydroxyapatite fluo-
rine material diffraction patterns, where fluorapatite 
(Ca5(PO4)3F) is the main phase, and Į-Ca2P2O7 and CaF2 
are secondary phases.

Figure 3 shows the hydroxyapatite with silver and 
fluorine material diffraction patterns. As can be 
observed, the peaks correspond to Ag3PO4 and 
ȕ-Ca2P2O7, the CaF2 peaks are very weak at 229~ ڧ°. 
Figure 4 shows the hydroxyapatite silver diffraction 
patterns in which Ag, Ag3PO4, Ag4PO7 and AgCa10(PO4)7 
are present. This material is the one with the highest 
number of crystalline phases.
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Figures 5 to 8 show the scanning electron microscopy 
(SEM) images of the hydroxyapatite based materials 
surface structures with and without silver and/or fluo-
rine at 900°C, by microanalysis of secondary electrons 
of energy dispersive X-ray spectroscopy (EDS).

A homogeneous crystallization is observed for the HA 
based material with and without silver and/or fluo-
rine. The brighter zones correspond to silver and fluo-
rine [4]. The grain size of each material happens to be in 
the nanometric scale.

FIGURE 5. SEM micrograph of 
Hydroxyapatite material (HA).

FIGURE 6. SEM micrograph of 
Hydroxyapatite-fluorine material (HA-F).

FIGURE 7. SEM micrograph of 
Hydroxyapatite-silver-fluorine material (HA-Ag-F).

Figure 5 shows the surface analysis of HA material in 
which a matrix formed mainly by grains composed of 
Ca, P and O, can be observed. Figure 6 shows the sur-
face of the HA-F material in which two zones can be 
observed, one containing crystals (Ca, P, O, and F) and 
the other with circular shaped particles (Ca, P, and O).

The HA-Ag-F material has two defined areas, a crys-
talline one, composed of Ca, P, O and F, and a second 
interface, between the grain boundaries, composed of 
Ag, P and O (Figure 7). Figure 8 shows the surface of 

FIGURE 8. SEM micrograph of
Hydroxyapatite-silver material (HA-Ag).
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the HA-Ag material in which it is possible to observe a 
predominant homogeneous crystallization phase (Ca, 
P and O), and a clearly identifiable secondary phase 
(Ag, P and O).

b) Antibacterial activity evaluation

After 48 hours of incubation, the modified inhibi-
tion test zone showed that HA and HA-F materials 
did not present antibacterial activity due to the 
absence of the inhibition zone. Both HA-Ag-F and 
HA-Ag materials generated an inhibition zone; 
demonstrating their antibacterial activity. HA-Ag 
material showed a bigger inhibition zone in com-
parison to HA-Ag-F. Figure 9 shows the inhibition 
zones formed by the materials after 48 hours of 
incubation. After seven days, the HA-Ag inhibi-
tion zone grew more than the HA-Ag-F, whereas 
HA and HA-F did not develop an inhibition zone. 
Figure 10 shows the inhibition zones maintained 
after seven days.

FIGURE 9. Inhibition zones formed after 48 hours of 
incubation of A) HA material, B) HA-F material, 

C) HA-Ag-F material, D) HA-Ag material in E. faecalis.

The minimum inhibitory concentration for the sil-
ver-doped hydroxyapatite (HA-Ag) material needed to 
kill most of the viable organism (E. faecalis) after 24 

hours of incubation was 75 µg/ml, and 200 µg/ml for 
the silver and fluorine-doped hydroxyapatite 
(HA-Ag-F) respectively. Figure 11 shows the microdi-
lution trays for the HA-Ag formulation and Figure 12 
shows the results for the HA-Ag-F formulation.

FIGURE 10. Inhibition zones after seven days of 
incubation of A) HA material, B) HA-F material, 

C) HA-Ag-F material, D) HA-Ag material in E. faecalis.

FIGURE 11. HA-Ag minimum inhibitory 
concentration results in E. faecalis.

FIGURE 12. HA-Ag-F minimum inhibitory 
concentration results in E. faecalis.
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 CONCLUSIONS
The aim of this investigation was to evaluate the anti-

bacterial activity of nanostructured hydroxyapatite 
based materials doped with silver and/or fluorine. It 
was demonstrated that the hydroxyapatite and hydroxy-
apatite with fluorine formulations did not form an inhi-
bition zone due to its lack of antibacterial properties, as 
it was expected because neither of these formulations 
contained antibacterial dopant agents. It was demon-
strated that the hydroxyapatite with silver and the 
hydroxyapatite with silver and fluorine formulations 
have antibacterial properties; they inhibited the E. fae-
calis bacteria’s growth. The minimum inhibitory con-
centration of the hydroxyapatite with silver formula-
tion needed to kill most viable organism after 24 hours 
of incubation was 75 ȝg/ml, and 200 ȝg/ml for the silver 
and fluorine-doped hydroxyapatite formulation. It is 
recommended to perform more tests to determine if the 
materials have a bacteriostatic or bactericidal effect.

The hydroxyapatite with silver formulation had the 
highest antibacterial activity when compared to the sil-
ver and fluorine-doped hydroxyapatite formulation, 
possibly due to the lower amount of silver contained in 
this last formulation. This is why, new formulations are 
recommended, where the amount of silver is higher, all 
the while maintaining the presence of fluorine in the 
hydroxyapatite matrix since its presence lower the 
hydroxyapatite solubility and therefore its deionization, 
which in turn allows the tooth to not demineralize.

HA-Ag formulation shows activity in E. faecalis and a 
potential use in the treatment for root canals or in other 
dental applications due to its antibacterial activity.

According to the available literature, these materials 
could be used to develop new biomaterials that in 
effect can be use in the health field, particularly in 
dentistry.
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ABSTRACT 
Hallux rigidus produces a decrease in the dorsi!exion of the "rst metatarsophalangeal joint and is usually associa-
ted with the appearance of osteophytes. Hemiarthroplasty in the "rst proximal phalanx is a recommended surgical 
procedure in patients with advanced grade of hallux rigidus. Finite element analysis allows us to understand the 
biomechanical behavior of the foot. The objective of this work is to evaluate the biomechanical e#ects of an hemi 
implant placed in "rst proximal phalanx. Two models of "nite elements are going to be compared, one free of pa-
thologies and the other with a hemiarthroplasty in the "rst ray of the foot. We detected after inserting the prosthesis 
in the model that passive windlass mechanism is lost, and the lesser toes become overloaded, which leads to a loss 
of e$ciency in gait as well as being able to cause postsurgical medical complications.
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INTRODUCTION
Hallux Rigidus (HR) is characterized by permanent 

pain with joint crunches when performing the mobili-
zation of the great toe. The pain is increased when 
walking and standing up. HR is usually associated 
with a decrease in joint function, as well as the appear-
ance of a lump or excrescence in the metatarsophalan-
geal dorsal region of the First Ray of the Foot (FRotF) 
[1]. This pathology is usually associated with a limita-
tion of the movement of the FRotF, especially in dorsi-
flexion, medically called osteoarthritis of the metatar-
sophalangeal joint of the great toe [2]. The mobility arc 
of the First Metatarsophalangeal Joint (FMJ) is 110 
degrees, with a plantar flexion of 35 degrees and dor-
sal flexion of 75 degrees. In HR the range of mobility 
decreases, with a decrease in dorsiflexion [3].

To date, there is no technique that can be applied to all 
the different grades of HR. The treatments against HR 
have had considerable advances in recent years. The 
destructive surgical techniques include arthrodesis, 
arthroplasty, and cheilectomy, while the nondestruc-
tive surgical techniques include many kinds of osteot-
omies [2]. Arthroplasty is a surgical procedure where 
the skeletal muscle's surface of an articular joint is 
remodeled, replaced, or realigned. There are three dif-
ferent types of arthroplasty: The interposition arthro-
plasty where some tissue is interposed, such as a mus-
cle or a tendon to keep some distance between the 
bones. The resection arthroplasty where the resected 
bone is removed and the implant arthroplasty where 
the bony surfaces of proximal phalanx and/or head of 
first metatarsal bone are removed and replaced by an 
implant [4]. The surgical treatment and the type of tech-
nique to be used depend on the stage in which it is 
found and the morphological type of the forefoot. 
However, all methods should be aimed at supplying 
the function of the first phalanx during the moment of 
toe-off in walking [1]. As mentioned above, there are 
many treatments for the described pathology, but it is 
not yet clear which treatments are better than others.

The present work focuses on implant arthroplasty. 
This surgical technique remains controversial. Implant 
arthroplasty has the advantage of being a technique 
that can alleviate pain and restore the mobility of the 
FMJ but also has the disadvantage of being a destruc-
tive procedure, which is why it is considered one of the 
last options [5]. This project presents a biomechanical 
evaluation of an implant arthroplasty using the 
AnaToemics®Phalangeal Prosthesis by Arthrex. The 
implant researched in this paper is recommended to 
be used in patients with HR in grade III or IV and with 
patients with moderate hallux valgus (HV) [5] [6].

To date, no scientific articles have been presented that 
display a biomechanical evaluation for this type of 
hemi-implant. Finite element models are a good tech-
nique to understand these effects [4] [7] [8] [9] and are more 
economical and easier to carry out than experimental 
ones (either in vivo or on cadavers). Reference [4] dis-
cusses a foot model after an arthroplasty has been 
developed using two types of implants, Swanson and 
Tornier joint implants. Reference [7] makes an analysis 
of the foot varying the size of the first proximal pha-
lanx. Reference [8] researches the load distribution in 
first metatarsal bone and reference [10] makes an analy-
sis of the foot when hemiarthroplasty in the first meta-
tarsal bone has been developed using the hemi-im-
plant HemiCAP®Toe DF by Arthrosurface. The objec-
tive of this work is to understand the biomechanical 
effect generated by a hemiarthroplasty of the FRotF 
using the hemi-implant AnaToemics®Phalangeal by 
Arthrex. To do this, displacements and tensions will be 
compared in two computational models, one healthy 
and the other one with a hemiarthroplasty.

The hemiarthroplasty process consists in aligning the 
first ray of the foot, if there are osteophytes they are 
removed, first proximal phalanx is resected, the implant 
is inserted and some muscles and tendons are discon-
nected [10]. By making this process in a finite element 
model of the foot with the aim to understand the impact 
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of the first proximal phalanx hemiarthroplasty on the 
gait biomechanics. The stresses and displacements of 
both healthy and hemiarthroplasty models are analysed 
during toe-off in order to evaluate the effects of the 
implant on the gait biomechanics, specifically on the 
first ray of the foot The healthy model induces stresses 
and displacements that must correspond with the bio-
mechanics of the foot in the literature of the toe-off 
phase and the hemiarthroplasty model induces dis-
placements and stresses that let us know how the 
implant works and how the biomechanics of the human 
gait changes with the process of hemiarthroplasty, espe-
cially to know if there are or there are not any conse-
quences in the biomechanics of the first ray of the foot.

MATERIALS AND METHODS

Healthy model
The healthy model presented was developed by the 

University of Zaragoza (Spain). 93 computed tomogra-
phy scans were necessary for the foot scan. The creation 
of volumes was done considering cortical and trabecu-
lar bone. The maximum and minimum size element 
was of 3 mm and 0.31 mm respectively with an average 
of 1.78 mm solving in that way the model convergence 
problem. The foot is modelled during toe-off since at 
this phase the maximum stresses occur in the FRotF [7]. 
For bones and cartilage, we use tetrahedral elements 
due is a good type of element to mesh complicated 
geometries, for muscles and tendons we use beam ele-
ments because they experiment directly a pretension 
force due to the position of toe-off and for thin liga-
ments, plantar ligaments, and plantar fascia we use bar 
elements due they only suffer small displacements in 
their extreme nodes when the model is loaded [4] [7] [9] [15] 

[16] [17] [18] [24]. Fig. 1 shows the elements that this model 
contains. All bones, cartilage, and soft tissues were con-
sidered as homogeneous, isotropic, and linearly deform-
able bodies. This model (without an implant) contains 
150,594 nodes and 802,294 elements. More details 
about this model can be found in [4] [9].

Hemiarthroplasty model
The second model presented in this article contains 

the insertion of the hemi-implant AnaToemics® 
Phalangeal Prosthesis by Arthrex in the proximal pha-
lanx of the great toe. To obtain the volume of the 
implant, we used a 3D scanner provided by the 
University of Zaragoza. According to the surgical pro-
cedure, the first proximal phalanx is resected to later 
introduce the implant. To make this cut in the proxi-
mal phalanx, Mimics 10.0 was used after the prosthe-
sis was placed with the help of Softimage 2015 and 
exporting the entire model in the .STL format. The 
mesh for hemiarthroplasty model was creating with 
ICEM CFD 17.2 of ANSYS having in the entire model a 
maximum and minimum element size of 3.8 mm and 
0.18 mm respectively with an average of 1.13 mm, in 
the implant the maximum and minimum size of ele-
ment was 3 mm and 0.42 mm respectively with an 
average of 1 mm preserving in that way the geometry 
of the first ray after having developed the surgical pro-
cedure, in addition to solving the model convergence 
problem. When the maximum element size in the 
implant is 5 mm, the minimum size is 0.7 mm and the 
average size is 1.7 mm, there are no significant changes 
in the calculations of stresses and deformations in the 
implant. Hemiarthroplasty model has a more refined 
mesh than healthy model due to the surgical proce-
dure. To maintain the geometry of the soft tissues 
MATLAB R2013b programming was used to insert 

FIGURE 1. Elements of the model without an implant.
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muscles, tendons, and ligaments calculating the mini-
mum distance of the nodes of healthy model with the 
nodes of hemiarthroplasty model. 

For this model with implant, some muscles and ten-
dons have been removed as well as some ligaments of 
the first metatarsophalangeal joint as part of the hemi-
arthroplasty process [10]. Fig. 2 shows the elements of 
the model with the implant and Fig. 3 shows the hemi 
implant and its mesh, it is worth to note that in the 
part of the implant (spikes) inserted in the trabecular 
bone of the first proximal phalanx, the stresses and 
deformations are small values, so the mesh size ade-
quately solves the model convergence problem. 
Hemiarthroplasty model contains 1,836,607 elements 
and 329,159 nodes.

FIGURE 2. Elements of the model with the implant.

FIGURE 3. The implant and mesh from the implant.

Mechanical properties and 
boundary conditions

The mechanical properties, as well as boundary and 
load conditions that are used in the two models pre-
sented in this paper, are the same, so they will only be 
defined once [4] [7]. All elements were considered as 

homogeneous, isotropic, and linearly deformable elas-
tic because there are only small displacements and 
small deformations. For cortical bone, trabecular bone, 
muscles, thin ligaments and plantar ligaments, a mod-
ulus of elasticity of 17000, 700, 450, 260 and 350 MPa 
respectively has been used, all the elements men-
tioned above have a Poisson coefficient of 0.3. For 
cartilage a Young’s modulus of 10 MPa and a Poisson’s 
ratio of 0.4 were used and for the cobalt-chrome hemi 
implant a Poisson's ratio of 0.29 and an elastic modu-
lus of 210 GPa have been used [11] [12] [13] [14].

Some authors divide the human gait cycle into three 
stages, while others define six or eight stages [15]. 
Regardless of the classification of the human gait that is 
taken, it is well-documented that the maximum efforts 
at the FRotF occur in the position of the toe-off [7].

The models presented are in the toe-off stage and 
correspond to a person weighing 60 kg. The analysis 
was performed in the Abaqus 6.13-5 software. For the 
analysis, two steps were used. In the first step, a pre-
tension force of 2 % is added to the muscles as conse-
quence of the toe-off phase. This pretension force has 
been obtained by measuring the elongation of the 
muscles during toe-off with cadavers [16] [17] [18]. All dis-
placements of some nodes on the attachment surface 
of the Achilles tendon are restricted. All degrees of 
freedom were constrained at the base of the first two 
proximal phalanges. Vertical translations and rota-
tions in the distal phalanges of the lesser toes are 
restricted. In the second step, the pretension force is 
maintained, and the weight of the person is added, 
considering a force of 1805 N [15]. A contact pair fric-
tionless was used between the outer surface of the 
tetrahedral elements with the muscles and tendons. 
The master surface is made up of triangular elements 
while the slave surface is made up of the nodes of the 
muscles and tendons. Fig. 4 shows how the body 
weight acts on the model; this load was applied in the 
area where the fibula and the tibia meet the talus. 
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With the aim to understand how the implant functions 
when it is overloaded, we simulate the foot during toe-
off loading 2 and 2.5 times the weight of the person. 

FIGURE 4. Loads due to the person’s own weight.

FIGURE 5. Principal stresses in the 
model without an implant.

RESULTS AND DISCUSSION

Results for model without an implant
In the healthy model the first distal phalanx acquires 

a movement in the sagittal plane. This movement is 
due to the force reaction that the ground exerts on the 
person and produces a forward impulse, giving direc-
tionality to the gait [19]. In Fig. 5, we can see this move-
ment, which is commonly known as the passive wind-
lass mechanism, and we can see too the principal 
stresses for the model. For the first distal phalanx, the 
maximum concentration of principal stresses occurs 
in the dorsal area, where the tendons of extensor hal-
lucis longus muscle act. Concentrations of principal 
stresses at the support points appear for the second 
and third ray of the foot. The maximum displacement 
occurs in the phalanges of the fifth ray of the foot.

Results for model with the implant
For the second model presented in this article, con-

centrations of principal stresses appear in the second 
ray of the foot and calcaneus. For the FRotF, the great-

est concentration of principal stresses appears in the 
support points. For the second and third rays, the 
highest stress concentration occurs in the proximal 
phalanges. For the second and third rays of the foot, 
the greatest concentration of major stress occurs in the 
proximal plantar area of the proximal phalanges. The 
greatest displacement occurs in the third and fifth 
rays of the foot in the phalangeal area. The function of 
the passive windlass mechanism is lost. The stresses 
and displacements mentioned previously can be con-
templated in Fig. 6. In upper part of Fig. 7 the displace-
ments for the healthy model in the three loading con-
ditions are shown. In the lower part, appear the dis-
placements for the three loading conditions in the 
model with the implant. The units of the displace-
ments are millimeters.
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FIGURE 6. Principal stresses in the
model with implant.

The maximum von Mises stress on the implant is 27 
MPa (Fig. 8). The maximum principal stress regis-
tered in the implant is 29 MPa, and this occurs in the 
join of the oval part with the pilot pin. The highest 
absolute value of the minimum principal stress in the 
implant is 27 MPa (compression stress), and it appears 
in the oval part. Table 1 presents a comparison of the 
maximum Von Mises stresses developed in the 
implant when loading condition is 1.0, 2.0 and 2.5 the 
body weight.

Discussion
Arthroplasty using the AnaToemics®Phalangeal 

Prosthesis by Arthrex is a recommended procedure for 
patients with HR grade 3 and 4 who have failed con-
servative treatment for at least 6 months. This proce-

TABLE 1. Comparison of maximum
equivalent Von Mises stress in implant.��������
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dure requires that the patient has a well-aligned and 
stable FMJ [5]. Despite the fact that the use of implants 
is becoming more and more common, no studies have 
been carried out using Finite Element Analysis to 
know the consequences that these types of implants 
produce in the foot [20].

FIGURE 7. Displacements values for healthy model
(upper part) and hemiarthroplasty model (lower part)

for all load conditions.

Eric Eric Giza et al. [21] report 22 Hemiarthroplasties in 
the First Proximal Phalanx (HitFPP) in 20 patients. 
Preoperative radiographs revealed 14 cases of grade 3 
and 8 cases of grade 4 HR, according to the classifica-



M. A. Madrid-Pérez et al. Biomechanical Evaluation of Hemiarthroplasty in the First Proximal Phalanx. A Finite Element Study 64

tion of Coughlin and Shurnas. The average dorsiflex-
ion of the FMJ improved from 41 with a Standard 
Deviation (SD) of 11 degrees to 49 with a SD of 10 
degrees in 1 year. The average score of the AOFAS scale 
improved from 61 points (range: 35-80) to 86 points 
(range: 75-95). The VAS pain scale improved from 4.7 
with a SD of 2.6 points to 2.5 with a SD of 1.9 points.  
One patient developed metatarsalgia in the second 
metatarsophalangeal joint and only required conser-
vative treatment. Konkel et al. followed up 23 patients 
for 72 months (17 had HR grade 3, and 6 had HR grade 
4). The average age was 62 years. There were two 
patients with mild clawing of the great toe and two of 
mild transfer metatarsalgia. The average plantar flex-
ion increased from 1 degree with a range of (-15 to 15) 
to 13 degrees with a range of (-20 to 30). For dorsiflex-
ion, there was an average improvement from 16 (5 to 
50) to 60 (20 to 85) degrees. In the score of the AOFAS 
scale the change was from 19 (17 to 50) to 89 (40 to 
100) points. 

At the end of the follow-up there was a 68% of recur-
rent dorsal osteophytes, the recurrence was mild in 10 
patients, moderate in 4, and severe in 6, while 8 
patients had no recurrence. There were three unsatis-
fied patients; a hard- working man in the construction 
industry, a woman who worked in a marketing indus-
try and had to wear designer shoes, and another man 
who worked as a machinist in a factory and had to 
stand all day [22].

In this paper two finite element models of the foot 
have been presented. The first model analyses a healthy 
foot and the second model analyses the same foot hav-
ing released a HitFPP. We found that when the hemiar-
throplasty is performed the rays 2 and 3 become over-
loaded. In the first model, it was also observed that 
thin ligaments between first metatarsal and proximal 
phalanx, the pedio muscle, capsularis, flexor hallucis 
brevis, hallux adductor, and hallux abductor muscles 
transmit the most loads to the first proximal phalanx 
in the toe-off stage; these muscles and ligaments are 
disconnected in the surgical procedure. When per-
forming the arthroplasty, it was also observed that 
passive windlass mechanism is lost despite not having 
disconnected the extensor hallucis longus muscle in 
the surgical procedure. The FRotF gives the ability to 
walk on uneven terrain [23]. This capacity could be 
affected after having developed an HitFPP. We recom-
mend further work to evaluate the mechanism of ac- 
tive windlass in patients during postsurgical follow-up. 
The tensile strength yield for CrCo alloy is 410 MPa and 
this value is higher than the von Mises stresses reported 
in this paper (27.47 MPa). This indicates that failure for 
this implant may be due to fatigue problem [25].

CONCLUSIONS
Some authors have reported metatarsalgia in the sec-

ond toe as a side effect of the first phalangeal arthro-
plasty [21] [22] and Garcia-Aznar et al. have shown that 
when the FRotF is unloaded, the others are over-
loaded, thus increasing the risk of metatarsalgia [24] [17]. 

FIGURE 8. Von Mises stresses and absolute 
maximum principal stresses.
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For the healthy model, the results have a good correla-
tion with a similar models presented by Enrique Morales 
et al. [15], Marco A. Martinez et al. [4] and Mario Alberto 
Madrid et al. [9]. These are the same model with minor 
modifications through various researches, while for the 
implant model there is no experimental validation beca-
use nobody has done it before, however there are clini-
cal results that coincide with the results obtained in the 
implant model [21] [22]. This study makes a comparison of 
a foot free of any pathology with a foot that undergoes a 
HitFPP. It is worth to note that most people who undergo 
this procedure feel great relief after the postsurgical 
rehabilitation because, before the operation, they could 
not walk, jump, run, or wear shoes as normal.

The results shown in Figs. 5, 6 and 8 correspond to the 
condition loading of 1.0 times the person's own weight. 
Since the implant is made from metal, we use the von 
Mises stresses, while for hard and soft tissues we use the 
principal stresses. The distribution of stress in the three 
analysed loading conditions was similar. The higher va- 
lue of load condition the higher values of stress and 
strain in the model. The values of the displacements in 
the lesser toes increased when the load condition incre-
ased, but for the healthy model the displacements of the 
distal phalanx of the great toe, because of the windlass 
mechanism, obtained the same value in the three load 
conditions. In the hemiarthroplasty model the values of 
the displacements in first distal phalanx are null in all 
load conditions. The maximum von Mises stress obtained 
in this study is 6.7% of the yield strength [25], thus failure 
for this implant could be due to fatigue problem.

Because it is a destructive procedure, the HitFPP is 
usually one of the last options for patients with HR in 
advanced stages of the pathology. Many authors have 
compared this procedure with other procedures, such 
as Keller's arthroplasty, hemiarthroplasty of the first 
metatarsal or implant arthroplasty that replace the 
entire FMJ [5] [6].

On the other hand, the use of finite element analysis 
has helped to understand the changes in foot biome-
chanics after having been developed an HitFPP.  
Despite these efforts, there is still much work to be 
done to find an effective and efficient way to return a 
comfortable and painless life to people suffering from 
these pathologies that continue to have no cure.
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ABSTRACT 
This article proposes two methodologies for the detection of lesions in the retina, which may indicate the presence 
of diabetic retinopathy (DR). Through the use of digital image processing techniques, it is possible to isolate the 
pixels that correspond to a lesion of RD, to achieve segmenting microaneurysms, the edges of the objects contained 
in the image are highlighted in order to detect the contours of the objects to select by size those that meet an area 
of 15 to 25 pixels in the case of 512x512 images and identify the objects as possible microaneurysms, while for the 
detection of exudates the green channel is selected to contrast the luminous objects in the retinography and from 
the conversion to gray scale, a histogram is graphed to identify the ideal threshold for the segmentation of the pixels 
that belong to the exudates at the end of the optical disk previously identi!ed by a specialist. A confusion matrix 
supervised by an ophthalmologist was created to quantify the results obtained by the two methodologies, obtaining 
a speci!city of 0.94 and a sensitivity of 0.97, values that are outstanding to proceed with the classi!cation stage.

KEYWORDS: Diabetic Retinopathy; Exudates; Microaneurysms; Image Processing; Segmentation
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RESUMEN 
Este artículo propone dos metodologías para la detección de lesiones en la retina, que pueden signi!car la presencia 
de retinopatía diabética (RD). Mediante el uso de técnicas de procesamiento de imágenes digitales se logra aislar los 
pixeles que corresponden a una lesión propia de RD, para lograr segmentar microaneurismas se resaltan los bordes 
de los objetos contenido en la imagen con la !nalidad de detectar los contornos de los objetos para seleccionar por 
tamaño los que cumplan con un área de 15 a 25 pixeles en el caso de imágenes de 512x512 y se identi!quen los ob-
jetos como posibles microaneurismas, mientras que para la detección de exudados se selecciona el canal verde para 
contrastar los objetos luminosos en la retinografía y a partir de la conversión a escala de grises se gra!ca un histogra-
ma para identi!car el umbral idóneo para la segmentación de los pixeles que pertenecen a los exudados al !nal eli-
minar el disco óptico previamente identi!cado por un especialista. Se creó una matriz de confusión supervisada por 
un oftalmólogo para cuanti!car los resultados obtenidos por las dos metodologías obteniendo una especi!cidad del 
0.94 y una sensibilidad del 0.97, unos valores que son sobresalientes para proceder con la etapa de clasi!cación.

PALABRAS CLAVE: Retinopatía Diabética; Exudados; Microaneurismas, Procesamiento de imágenes; Segmentación
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INTRODUCTION
The analysis of medical images is a recurring process 

in the medical branch in order to obtain correct results 
on the detection and location of objects that determine 
a diagnosis or the course of a treatment to monitor 
changes obtained by medical methods depending on 
the disease, the success of a diagnosis depends signifi-
cantly on the ability of a professional to visualize the 
object of study.

 In the methodology of an artificial vision system, the 
segmentation stage is carried out in order to locate the 
objects of interest to determine the existence of any 
disease or results of surgery or treatment. The digital 
images obtained from the photographs taken to the 
fundus of the eye (Retinographies) give the opportu-
nity to search for lesions that obstruct the patient's 
vision that leads to total loss of sight or even to be able 
to observe the results of a treatment applied to prevent 
the damage from expanding and see the positive 
results of medication or any surgical intervention.

Diabetes mellitus is a major health problem worldwide 
that is estimated to reach 592 million in 2035 [1]. In dif-
ferent specialized magazines, DR is the most frequent 
complication of long-term diabetes mellitus [2].

In the “Encuesta Nacional de Enfermedades Crónicas” 
(ENEC) or The National Survey of Chronic Diseases 
(NSCD) reports that, in Mexico, diabetes mellitus has 
been identified as a serious public health problem with 
alarming numbers that rank from 12 to 14 million peo-
ple with this disease, of which it stands out that 
approximately 40% suffer from retinopathy [3]. 

DR is the third leading cause of irreversible blindness 
in Mexico and is presented as the main disease in peo-
ple of productive age between 14 and 64 years in 
developing countries. The patients with Diabetes 
Mellitus, 10% have visual limitation and 2% suffer 
from total and irreversible blindness [4].

 This visual complication is becoming more and more 
frequent among the young population and that brings 
with it the increase in cases of disability pensions, due 
to the partial or total loss of the sense of sight that 
results in a significant economic expense. See figure 1.

FIGURE 1. Healthy retina and retina
with diabetic retinopathy.

 The lesions that occur with DR vary in size and color; 
this is a relevant feature that allows classifying one 
from the other. The present work covers the most com-
mon types of lesions that allow early detection of DR: 
Exudates and Microaneurysms. See figure 2.

FIGURE 1. Healthy retina and retina
with diabetic retinopathy.

Computer-aided programs exist for the detection of 
glaucoma, macular degeneration, and the detection of 
retinopathy of prematurity; however, the main screen-
ing application focuses on the early detection of dia-
betic retinopathy.

Computer-aided diagnosis is one of the most common 
and essential tools today, where medical images play 
an important role in the creation of image processing 
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techniques. Usman M. Akram [5] developed a proposal 
to detect dark and bright lesions within a retinogra-
phy, taking these two as the main descriptors of the 
objects of interest.

As an antecedent, the method proposed by Balazs 
Harangi and Andras Hajdu [6] is taken into consider-
ation, which creates an algorithm divided into 3 stages, 
which are the extraction of candidates, precise seg-
mentation of contours and labeling of candidates with 
true or false values, which is based on grayscale mor-
phology that allows to identify the bright regions and 
then extract the precise limit of the objects presenting 
a method based on active contours to increase the pre-
cision of the segmentation. Then, a regional classifier 
is applied to eliminate false positives considering the 
characteristics based on regions and thus obtain the 
appropriate descriptors to train a Naive-Bayes classi-
fier with which they obtained a sensitivity of 0.92, a 
specificity of 0.68 and an accuracy of 0.82.

Microaneurysms are a lesion to which several investi-
gations have been assigned for the automatic detec-
tion of these, researchers from the University of 
Guadalajara in conjunction with researchers from the 
merida technology [7] developed a methodology based 
on the creation of masks that allowed to separate and 
identify the objects of a digital retinography and using 
the area size descriptor according to the number of 
pixels of each object.

There are segmentation algorithms [8] in order to 
identify objects that are not part of the disease, such 
as blood vessels, since they are present in all retinog-
raphies in order to eliminate objects that do not rep-
resent an injury to the eye, a semi-automatic method 
developed to measure and quantify the geometric 
and topological properties of vascular trees in which 
3 stages are proposed: thinning, branching and cross-
ing, where the insertion points are identified to seg-
ment the union between them, labelling and storing 

a code chain. This method recognizes areas and 
angles, obtaining geometric data and connectivity 
information.

There are computer-assisted diagnostic systems 
such as RISA [9] that, using the morphology of the vas-
cular tree, allow the detection of veins and arteries, 
allowing the rest of the scene to be isolated and sepa-
rated, leaving only foreign objects on the retina. It is 
a scalable system that can be nourished by this type 
of research and more robust methods. RISA trans-
forms a retinography into a binary image, obtaining 
the objects of interest to obtain information from 
their characteristics using morphological changes of 
the images.

The objective of this type of methodologies is to gen-
erate the necessary information to carry out training 
of learning algorithms, if the quality of segmentation 
and certainty are high, better results are obtained 
during training.

MATERIALS AND METHODS
The data set used for the experimentation of the two 

proposed methodologies is MESSIDOR, which is a 
database established to facilitate studies on the com-
puter-assisted diagnosis of diabetic retinopathy. The 
database contains 1200 color images obtained by oph-
thalmology departments using a non-mydriatic TRC 
NW6 ophthalmoscope with a 45-degree field of view, 
of which 800 photographs were taken of patients with 
dilated pupils and 400 without dilatation. The images 
were captured using 8 bits per color and with the fol-
lowing sizes: 1440x960 pixels, 2240x1488 pixels and 
2304x1536 pixels [10]. Derived from the variation in 
sizes, a standard resize is applied to 512x512 to avoid 
variations in the results.

A methodology is proposed for the detection and 
extraction of shiny lesions that signify the presence of 
exudates in the retina, due to the color and intensity of 
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brightness, these objects can be highlighted over the 
others to achieve an extraction of the objects in ques-
tion, the proposed methodology includes by 3 stages: 
Preprocessing, Exudate extraction and Elimination of 
false positives (FP). 

a) Preprocessing
Because the retina does not have any type of internal 

illumination, the little or no illumination can be uni-
form and with a low contrast, which is why prepro-
cessing is used to highlight and contrast the objects 
that exist in the scene [11].

The image preprocessing consists of three steps on 
the original image, in a specific order to enhance the 
objects and give more probability of success to the 
next phase, the steps are: Elimination of noise, 
Extraction of the green channel and Conversion to 
scale of gray.

Noise is an effect that appears in all existing digital 
images, it is the random appearance of signals cap-
tured by an acquisition device, which do not belong 
to the original scene [12]. It is a very noticeable effect 
in the images that are taken in places with low lumi-
nosity, such as the back of the eye. For this case, the 
Gaussian smoothing filter was chosen since it is the 
most effective in eliminating noise in medical images 
due to the noise inherently generated by the capture 
sensor due to the low level of illumination and its 
own temperature, and even more. due to the circuits 
of the devices that cause their own noise of the elec-
tronic circuit and to blur the image in such a way that 
the gradient of the shiny objects is more uniform and 
thus distinguish from their soft edge to their hard 
shape. The Gaussian filter is a low-pass filter whose 
coefficients are assigned by the Gaussian distribution 
function [13].

Figure 3 shows the transformation that results when 
applying the Gaussian filter to an image.

FIGURE 3. Gaussian Filter a) Original Image 
b) Noise Elimination.

One element that serves as a powerful descriptor is 
color, which greatly simplifies the task of detecting 
and extracting objects from any scene. The colors that 
exist in the taking of a scene are the combination of 
the primary colors Red, Green and Blue in different 
intensities to cover the great variety of colors of the 
RGB Model.

With the opinion of Konstantinos Rapantzikos [14], for 
this methodology it was selected to choose the green 
channel (G for RGB) because it enhances and contrasts 
the shiny objects over the image background, facilitat-
ing the segmentation of the objects of interest more 
effectively.

Computer programs use a simple method of convert-
ing a color image to grayscale. An addition of the three 
RGB channels is made to obtain a single shade of gray 
taking different percentages of intensity of each one, 
for Red use 30%, Green 59% and Blue 11%, which, 
according to expert studies, this it is the closest way in 
which the human eye captures the intensity of light 
according to its color [15].

The function for the conversion to grayscale from the 
RGB color model is a mathematical expression that is 
applied to each one of the pixels of the image to obtain 
a new gray palette with different ranges of clarity. The 
equation 1, is as follows:
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Finally, the result of the preprocessing is shown in 
Figure 4, with each of its steps so that the details of the 
shiny objects are highlighted and the stage of obtain-
ing characteristics can be advanced.

FIGURE 4. Preprocessing Steps. a) Original image,
b) Noise removal, c) Green channel extraction,

d) Grayscale conversion.

b) Extraction of exudates
In this second stage, the processes that lead to the 

identification of the shiny objects that are of interest 
are proposed, for this, two steps are used, which are 
Calculation of the histogram and Binarization to obtain 
all the potential candidates for shiny lesions (Exudates).

 Histograms are one of the most important tech-
niques applied for representation and management of 
information in a digital image and is relevant for the 
enhancement or segmentation tasks. There is a wide 
variety of software that performs this function and 
due to its low consumption of resources and speed it 
has made it essential in real-time processing tasks [16].

The group of biomedical engineers from the University 
of Valladolid [17] propose the use of the histogram to 
identify exudates in retinographies after normalizing 

the image to a gray scale where the exudates are trans-
formed into objects with high gray intensities, using 
the average quantity of 200 pixels to identify lesions 
with greater intensity, the disadvantage of a fixed 
value is that they depend on external lighting and the 
ophthalmoscope focus may not perceive exudates that 
are captured with little lighting detail, even ignoring 
those that are find a recent appearance on the retina.

The resulting statistics from the histogram calcula-
tion is a graph with two axes (horizontal and vertical) 
in which the horizontal axis represents the gray levels 
that can be found in a left grayscale image where the 
darkest value is black at right where the maximum 
value is white. The rest of the clarity levels are uni-
formly distributed according to the number of pixels 
that contain the same level of gray and that set of pix-
els of the same tone corresponds to some object in the 
image.

In Figure 5 the graph that results from the grayscale 
image obtained in the preprocessing stage is shown in 
which a range of pixels that tend more to a light color 
is chosen because the lesions we are looking for are 
bright and clear.

FIGURE 5. Histogram.

Binarization is one of the most basic techniques of 
segmentation [18] with which the background of an 
image and the different objects that constitute it are 
divided. Binarization selects the pixels that have a 
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specific value that is interpreted from the histogram 
calculation and thus be able to identify the objects in 
the image according to their brightness.

c) Elimination of false positives
Due to the similarity of brightness intensity between 

the exudates and the optic disc (OD), it can become 
confusing at the time of binarization, therefore, after 
performing the feature extraction stage, the OD is pre-
viously removed identified. In figure 6 the result of the 
extraction step is observed, and the elimination of 
false positives is carried out.

FIGURE 6. Elimination of false positives. 
a) Binarization, b) Elimination of OD.

Hard and soft exudates were uniformly detected, 
looking for the particularity of being shiny objects and 
thus facilitating their detection. In Figure 7 are shown 
examples of original retinographies, detection of exu-
dates in binary image and the superposition of the 
images as a sample of the results obtained.

The proposed methodology for the detection and 
extraction of microaneurysm lesions by means of dig-
ital retinographies has three stages to carry out the 
detection of the objects that interest us: Preprocessing, 
Microaneurysm extraction and Elimination of FP. 

a) Preprocessing
Due to the contrast and great variety of red tones in 

the images, this stage is of great importance to be able 
to carry out the detection of microaneurysms and 
discuss.

FIGURE 7. Detection of exudates.

 The LAB color model [19] is a system that measures the 
three colors of RGB light in the context of specific 
lighting, combining lighting, color and reflective sur-
face. Each LAB acronym includes a spatial axis in 
which L is light in a range from white to black, A occu-
pies the colors between green and red, and B for the 
colors that are between blue and yellow [20]. 

After obtaining the Luminosity channel of the LAB 
model, an inverse or negative operator is applied that 
creates an inverse image from the LAB input image, 
being of great help in the medical field since it opti-
mally contrasts inconspicuous objects. The transfor-
mation function is given by equation 2.���	�����
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A median filter is applied to the resulting image to 
remove noise. Finally, an enhanced edge enhance-
ment is made to highlight the changes in image inten-
sities and to be able to detect the location of the lesions 
more accurately. In Figure 8 the result of each step and 
end of the preprocessing stage is shown.

The detection of microaneurysms has been studied 
for a long time since it is the main lesion that, if 
detected in time, would allow a rapid medical response 
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to start with the pertinent treatment that can prevent 
vision loss. Various articles develop different types of 
methods for their localization, some use mathematical 
morphology [21] [22], some others opt for an analysis 
based on the characteristics of the lesions [17] [24] size, 
perimeter, intensity, etc. And other methods based on 
eigenvalues.

FIGURE 8. Preprocessing stage. 
a) Original image, b) Inverted L, c) Noise removal 

and increased edge enhancement.

The purpose of these steps is to normalize the con-
trast of the image to have a greater range of success in 
the detection of microaneurysms, a suggestion pro-
posed by Alan D. Fleming [23].

b) Extraction of microaneurysm
Based on the method proposed by J. H. Hipwell [24], 

the elimination of background variations is of great 
importance to highlight the characteristics of small 
round objects and classify them based on their size 
and intensity.

After applying an increased edge enhancement in the 
preprocessing stage, it is helpful at the beginning of 
the extraction stage as applying the Canny edge detec-
tion algorithm greatly improves the detection of the 
contours of objects of interest in the field.

The next process consists of filling in the identified 
contours and subtracting the image resulting from the 
Canny algorithm to eliminate the edges, leaving only a 
binary image with the detected lesions as shown in 
Figure 9.

FIGURE 9. Object extraction. a) Edge detection,
b) Contour fill, b) Lesions detected.

c) Elimination of false positives
The similarity of shapes between lesions can cause the 

detection of objects that are not microaneurysms, even 
the OD can become confused and appear in the final 
binary image to eliminate FP of this type, a function is 
carried out that detects the size in pixels of the detected 
objects, in this case retinographies of a size of 512x512 
were used and the established value was no greater 
than 20 and the objects of greater size are eliminated.

In some cases, it was possible to identify hard exu-
dates that coincided with the size and shape of the 
microaneurysms, for the elimination of these FP the 
first mentioned methodology was applied and with 
the two final images of the methodologies a subtrac-
tion of the exudates was applied to the resulting from 
the microaneurysms that eliminated the shiny lesions.

FIGURE 10. Results of the methodology. 
a) Detected objects, b) Elimination of false positives

 d) Microaneurysm detection results
The detection of microaneurysms was based on the 

shape of the objects, locating their edges by changing 
the intensities of the gray levels.
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The algorithm was conceived for automatic execu-
tion, speeding up the obtaining of results from several 
images in a reduced time. Through the support of a 
specialist ophthalmologist, he verified the result of 
the methodology and resolved a general precision 
value of 0.92, number that was obtained from the divi-
sion of the correct detections and the total of images 
processed.

In Figure 11 the result is shown, compared to the 
original image.

FIGURE 11. Detection of microaneurysms.

RESULTS AND DISCUSSION
For the evaluation of both lesion segmentation meth-

odologies, a confusion matrix is made as shown in 
Table 1, to calculate the specificity and sensitivity of 
said detection algorithms and thus verify their effi-
cacy against healthy and diseased retinographies.

True Positives (TP): It is the type of result that indi-
cates when the algorithm has detected a lesion in a 
retinography where it is known that the lesion exists.

False Positives (FP): It is the type of result that indi-
cates when the algorithm has detected a lesion in a 
retinography where it is known that the lesion does 
not exist.

True Negatives (TN): It is the type of result that indi-
cates when the algorithm has not detected a lesion in a 
retinography in which it is known that there is no 
lesion.

False Negatives (FN): It is the type of result that indi-
cates when the algorithm has not detected any lesion 
in a retinography in which it is known that there is any 
injury.

TABLE 1. Confusion matrix��������
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Specificity indicates the efficiency of the algorithm to 
detect cases that are negative, and its formula is as 
follows:
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Interpreting the specificity formula with the data 
from the confusion matrix we obtain that E= 189/
(189+12) gives a result of 0.94.

To calculate the sensitivity to obtain the efficiency of 
the algorithms when correctly detecting the lesions as 
positive, the formula is the following:
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Where applying the results of the confusion matrix 
gives us the operation of S= 237/(237+6), and we obtain 
a sensitivity level of 0.975.
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CONCLUSIONS
This article proposes two methodologies for the arrest 

of two types of lesions in the fundus of the eye from 
retinographies taken by an ophthalmoscope at low 
cost, making use of free use technologies. These pro-
cesses, divided into 3 stages, are part of the develop-
ment of an artificial vision system for the early detec-
tion of diabetic retinopathy to support ophthalmolo-
gists for the primary detection of the disease and to be 
able to treat and prevent loss of sight.

The principle of each methodology consists of 
enhancing the details and characteristics of the objects 
of interest from a first pre-processing stage to facilitate 
the extraction of lesions and eliminate false positives 
and perform the correct segmentation of the lesions. 

For the detection of exudates, one of the main steps 
was the choice of the green channel of the RGB color 
model that enhances the bright objects in the scene to 
facilitate the localization of lesions using the data pro-
vided by the histogram and thus find the ideal thresh-
old to terminate the binarized and segmented image. 
On the other hand, in the methodology for the detec-
tion of microaneurysms, the enhancement of the image 
edges in the preprocessing stage and its smoothing was 
prioritized to improve the efficiency of the Canny edge 
detection algorithm, which serves as the main detector 
of lesions and then apply the filling of the detected 
contours that results in the microaneurysms. 

The running time of the microaneurysm detection 
algorithm is 0.10504865400000085 seconds per image 
of a size of 512x512 on a computer with a 7th genera-
tion Intel Core i7 processor, with 16 GB of RAM and 
solid-state disk for higher speed of writing, while the 
exudate algorithm was not measured because the 
threshold in each image varies and an average value 
does not give the desired results when generated auto-
matically and they are processed individually to obtain 
optimal results. 

Although the techniques used in both methodologies 
are basic, they have shown good results and a low con-
sumption of resources, being able to execute them on 
computers with basic characteristics.

The results of both methodologies demonstrate a bet-
ter performance than that of previously published 
research [6] [7] comparing specificity and sensitivity, 
taking specificity as the most important value when 
checking the efficiency of the algorithm, being able to 
quantify the capacity to correctly identify negative 
cases. Other objects that can be found in the retina 
such as blood vessels, optic disc, macula, and haemor-
rhages must be detected to proceed to the training 
stage to classify them by normal and abnormal objects 
and be successful in the stage of classification that 
several authors recommend the creation of a vector 
support machine. This article is part of a series of doc-
uments published on each stage of development of a 
complete machine vision system.
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ABSTRACT 
Epilepsy is the most common neurological pathology. Despite treatments available to patients, only 58% to 73% 
will be free of seizures. This uncertainty in treatment outcomes can lead to other psychiatric a!ectations in ca-
ses where treatment success may be in doubt. Seizure prediction models (SPMs) emerged as a measure to help 
determine when patients may be susceptible to an imminent crisis. These models are based on the continuous 
monitoring of patient’s EEG signals and subsequent continuous analysis to identify features that di!erentiate ictal 
from interictal states. This is an ongoing "eld of research whose aim is to establish a robust set of features to feed 
the SPM and obtain a high degree of certainty regarding when the next seizure will occur. In this work we propose 
the analysis of phase di!erences of EEG as a method to extract features capable of discriminating ictal and preictal 
states in patients; speci"cally, the numeric distance between Q1 and Q3 of the distribution of phase di!erences. We 
compared this values to other phase synchronization methods and tested our hypothesis getting a p < 0.0009 with 
our proposed method.
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INTRODUCTION
Epilepsy is the most common neurological disorder, 

affecting around 30 million people worldwide [1]. At a 
neurological level, epilepsy manifests itself as electri-
cal discharges in neuron populations, that can pro-
duce muscular contractions and loss of consciousness 
[2] [3] [4] [5] [6]. These disorders affect the daily life of 
patients and impedes them from performing certain 
tasks at work, driving, and swimming when unsuper-
vised; hence, the interest in researching new ways to 
diagnose and treat epilepsy.

Current treatments for epilepsy involve drugs that can 
reduce the incidence and/or intensity of seizures up to a 
70% of patients. For the remaining 30%, who have 
drug-resistant epilepsy, other treatments are being 
tested. Of these, brain surgery has been the most suc-
cessful [4]. Brain surgery, however, is not a viable treat-
ment in all cases, and even when performed, only 58% 
to 73% of patients will be free of impairing seizures [7] [8]. 

Despite the ratio of success of surgical procedures 
and drug treatments, patients who suffer impairing 
epileptic seizures are also prone to suffering other psy-
chiatric affections, such as anxiety and depression [7] 
[8], both caused by the uncertainty as to when the next 
seizure will occur. The unpredictable nature of epi-
lepsy and the lack of understanding of how epilepto-
genic conditions emerge in the brain, have led to the 
development of several techniques for estimating the 
beginning or onset of an epileptic seizure [8]. The aim is 
to understand the conditions that lead to seizures and 
use this information in seizure prediction models in 
order to prevent the onset of epileptic crises in patients.

Most seizure prediction models (SPMs) are based on 
the analyses of recorded electroencephalographic sig-
nals (EEG), a common diagnostic procedure. SPMs 
derived from analyses of EEG signals are constrained 
to physiological and mathematical assumptions [9]: the 
former holds that changes in brain activity and its 

associated electrical signals appear before seizures 
and can be acquired by EEG, while the mathematical 
assumption refers to a commonly implicit, but not well 
understood, statistical relationship between past and 
future observations of the EEG signals. These two 
assumptions lead to consider that is possible to predict 
seizures based on EEG recordings [9]. 

In general, SPMs based on EEG signal processing, 
consist of three stages [10, 11]: preprocessing the EEG 
signals, extracting features from them, and classifying 
of brain electrical activity. One current challenge in 
this approach is to successfully o discriminate the dif-
ferent epileptic seizure stages such as interictal, preic-
tal, ictal and post-ictal stages [9] [10] [11] [12] [13] [14].

Depending on the method used in feature extraction, 
SPMs can be classified as: time-frequency methods, 
nonlinear measures, or statistical parameters of the 
signals [8] [10] [14]. Most of the time-frequency methods 
-e.g. as spectral power and connectivity- only function 
under certain limitations related to a limited temporal 
resolution. Additionally they assume linear interac-
tions of the signals and disregard non-stationary prop-
erties [15]. Nonlinear methods are preferred since it is 
assumed that they preserve the nonlinear nature of 
EEG signals [10] which is closer to their real behavior [16]. 

Phase synchronization analysis of EEG signals is now 
a promising approach for understanding brain dynam-
ics because it has shown that some changes occur in 
the synchronization and connectivity of brain net-
works during seizures [17]. The premise is that different 
areas of the brain may come to be connected between 
each other during an epileptic seizure [6]; that is. two 
distinct brain regions with oscillatory electrical activ-
ity will show phase synchronization though they are 
not anatomically adjacent. This phenomenon is known 
as functional connectivity. It has been widely reported 
that functional connectivity can be affected by brain 
pathologies, such as epilepsy [21]. 
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In the past decade, synchronization indexes have 
been used in epilepsy analyses during preictal/ictal 
stages, Haitao et al. for example, showed that synchro-
nization between distant areas of the brain increases 
in epileptic patients [18]. While Alaei et al. [19] proposed 
the mean phase coherence index as a feature to deter-
mine the preictal stage in patients, and Detti et al. [12] 
proposed an SPM whose features, obtained from syn-
chronization measurements in ictal and preictal 
stages, was able to predict the onset of seizures with 
high accuracy. These features were obtained by ana-
lyzing phase synchronization between each pair of 
EEG channels and selecting the most appropriate pair 
by inspection. 

In this work, we propose the instantaneous phase 
difference index (PDI) as an alternative approach for 
analyzing EEG signals to discriminate the preictal/post 
ictal and ictal stages. To this end we compared the 
performance of our index against Phase Locking Value 
(PLV), Phase Lag Index (PLI) and Phase Linearity 
Measurements (PLM) in two EEG databases and applied 
a Kruskal-Wallis test based on characteristics of their 
phase differences or synchronization value distribu-
tions in each epileptic stage.

MATERIALS AND METHODS

Databases
In this work we analyzed two databases. The first 

consists of EEG recordings and the second of intracra-
nial EEG recordings (iEEG).

Database 1
These EEG signals were obtained from Zenodo “A 

dataset of neonatal EEG recordings with seizure anno-
tations” [20]. This dataset contains 79 recordings of 
neonates acquired by a clinical team due to suspicions 
of seizure activity. The EEG recordings have an aver-
age recording time of 74 min, and were recorded with 
a NicOne EEG amplifier using a sample frequency of 

256Hz, with 19 electrodes positioned according to the 
10-20 International System with referential montage. 
Two additional channels were included in the record-
ing, which contain ECG and respiratory signals from 
the patients. Three experts (identified as A, B and C) 
were asked to individually annotate seizures with a 
clear onset of abnormal electrical activity. Seizures 
were defined by a duration of over 10 seconds 

Of the 79 initial recordings of patients in database 1, 
29 were chosen for further analysis because they 
showed lateralized epileptic seizure annotations. 
However, based on the criterion that at least two of the 
experts had to agree on the starting times, only 20 
seizure events were chosen.

A window containing 15 seconds before and 15 sec-
onds after the starting time of the seizure was cropped 
from the original recording and preprocessed for fur-
ther analysis.

Database 2
Database 2 consists of iEEG signals, obtained from 

the “American Epilepsy Society Seizure Prediction 
Challenge”. It contains a variable number of interictal/
ictal test samples of one second iEEG recordings for 
each subject. For our work only the first 20 interictal 
samples and the first 20 ictal samples per subject were 
chosen for further analysis. The number of channels 
also varied from subject-to-subject, but all channels 
available from each subject were used in the subse-
quent analysis.

Methods
Phase synchrony metrics has been proposed as a way 

to estimate the degrees of functional connectivity [2]. 
Most of the approaches proposed to analyze connec-
tivity are based on the frequency domain and operate 
under certain assumptions such as: stationary signals 
and limited temporal resolution. These techniques 
also assume linear behavior and interactions between 
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signals [15]. But these considerations are not always 
consistent with the real behavior and properties of 
EEG signals. 

We consider EEG to be the result of nonlinear dynamic 
processes in the brain, and seizure events as a non-sta-
tionary process [16] that may be evidenced by changes 
in phase synchrony indexes before and after the onset.

Phase Locking Value (PLV)
In literature, several phase-based indexes have been 

proposed, one of which is the Phase Locking Value (PLV), 
proposed in [15]. PLV was the first synchronization index 
approach to determine the synchronization between 
two signals in terms of their phase, ĳ1 and ĳ2 as: 


�� � �
	 $������

	

��

� (1)

where 6ĳ is the phase difference between two signals 
whose synchronization is being estimated.

In this sense, PLV has a range of 0-1, where 0 corre-
sponds to no synchrony and 1 represents total syn-
chrony between signals. Lachaux et al. introduced the 
N term in order to test the synchrony of both signals 
against N trials, expecting a reduction of spontaneous 
synchronization.

Phase Lag Index (PLI)
Another approach to determining the synchrony 

between two signals is the Phase Lag Index, (PLI), pro-
posed in [22]. In this case, synchrony is analyzed in 
terms of phase difference, 6ĳ, as

where sign [] is the sign function and ۦᇹۧ is the mean 
operator. PLI returns an index of synchronization in a 
range of 0-1. A PLI index equal to 1, means that the 

phase difference between two signals modulus ಘ is 
equal to zero, i. e. both signals contain information 
from the same brain source, and this value does not 
represent true synchronization.

Phase Linearity Measurement (PLM)
A third method is Phase Linearity Measurement 
(PLM), proposed by Baselice et al. [23]. PLM analyzes 
phase differences as a function of time in narrow fre-
quency bands, from –B to B, that can be determined as 
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This approach introduces a first order model phase 
differences that is dependent on the instantaneous 
frequency of the signal, instead of a constant one, as in 
the PLV and PLM indexes.

Phase Di!erence Index (PDI)
From Equations (1), (2), and (3) we can observe that 

the PLV, PLI and PLM indexes are surjective functions 
over the 6ĳ set. However, the use of surjective func-
tions does not preserve the full relationships between 
the elements of the set applied to, resulting in infor-
mation loss. 

Phase difference 6ĳ is a discrete variable, with values 
in a range of ಘ to -ಘ, whereas the PLV, PLI and PLM 
functions all have a range of 0-1. This limited range 
also results in information loss that can be demon-
strated by calculating the probability of any outcome 
į1 for the 6ĳ and the probability of the outcome x1 for 
any variable X in a range from 0-1; thus P(į1)<P(x1). 
Through Shannon’s entropy definition [24], we can 
show that:
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so variable 6ĳ has greater entropy than X.
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This difference in entropy from 6ĳ to X led us to con-
sider that this reduced range of the codomain of the 
PLV, PLI and PLM functions might be hiding part of the 
chaotic behavior of the EEG recordings. Hence, to 
avoid surjective functions we propose the Phase 
Difference Index (PDI), as an adequate means of ana-
lyzing the phase synchronization of EEG signals:
&� ' � 
&� '

�

�� � �� � ��

� � (5)

where ĳ1 and ĳ2 are two phase vectors of k length.

The use of phase differences to analyze EEG scalp 
signals could lead to the detection of spurious phe-
nomena caused mainly by volume conduction [22] [23]. In 
order to test whether this phenomenon affects the 
ability of phase differences to discriminate preictal/
ictal signals, we calculated the phase differences: PLV, 
PLI and PLM indexes for database 2, which consists of 
intracranial EEG recordings (iEEG), where volume 
conduction effects are not present. 

Figure 1 depicts a block diagram of proposed algo-
rithms, where we can see the different stages in the 
processing of EEG signals.

Database pre-processing
In both databases a band-pass filter was applied with 

a bandwidth of 4Hz-6Hz (i. e. theta range). Specifically, 
we applied a zero phase FIR filter of 20th order, due 
zero padding and floating-point values of the FIR filter 
which results in non-zero DC gain. In this way, the DC 
component in the filtered signals was removed. 
Additionally, since the EEG signals in database 2 had a 
sampling frequency of 500Hz to 5000Hz, all record-
ings were downsampled to 500Hz.

Instantaneous phase calculation
As our aim was to obtain phase values from each 

sample of the signal, we considered each recording as 
an array of N signals obtained from electrodes placed 
on the brain according to the 10-20 International 
System. 

In order to retrieve the instantaneous phase for each 
EEG signals (s(k)n for n = 1,2…N), we constructed an 
analytic signal as

FIGURE 1. Data processing scheme.
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where n (k) is the Hilbert Transform of sn (k). From the 
Eq. (6) we can retrieve the phase value ĳ(k) for each 
EEG sequence as� &�' � � &�' � ��� &�'

�

�&�' � ����� ��&�'
�&�'�

�

(7)

For each phase vector ĳn(k) obtained from the EEG 
signal, we can compute the degree of phase synchroni-
zation between these EEG signals. PLV, PLI, PLM and 
PDI were calculated using a window of half-second or 
128 samples, sliding one sample at a time. The size of 
the window was selected as a trade-off between the 
capacity to observe brain network reorganization on 
the sub-second time scale, as reported in [25] and to 
detect synchronization on the second-scale, as 
described in [15] [16] [17] [18] [19] [20] [21] [22]. 
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Synchronization and phase 
di!erence matrices

For database 1, the synchronization values for PLV, 
PLI, PLM and PDI were obtained from s(k)n for k = 0 and 
stored in a 19×19 matrix. Each cell corresponds to a pos-
sible combination of the n available channels. Since 
Eqs. (1), (2) and (3) do not preserve the sign of the phase 
difference, therefore PLV, PLI and PLM are commuta-
tive between a pair of signals. As a result, the synchro-
nization matrix will be symmetrical, with the main 
diagonal representing the synchronization of a given 
signal with itself. The diagonal of the PDI matrix will 
have a value of zero since it corresponds to the differ-
ence between signals from the same source. The same 
procedure was applied to the next sample of each 
sequence s(k)n for k = 1 and the resulting new 19x19 
matrix was stacked behind the previous one until the 
sliding window reached the last sample s(k)n for k = 
7554. This resulted in a 3D matrix with 19x19x7554 ele-
ments for each synchronization index PLV, PLI, PLM 
and PDI for each seizure event selected from database 1. 

The matrices obtained can be used to show how syn-
chronization or phase differences change over time 
when sliced them along the k dimension, see Figure 2. 

FIGURE 2. Synchronization/phase difference matrix structure. The red slice can be extracted to visualize 
changes in synchronization/phase differences over time.
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The column index from which the slice is extracted 
defines the reference signal to determine the temporal 
evolution of the synchronization or phase difference, 
respectively.

Since each matrix contains information pre- and 
post- seizure onset, the onset information will be in 
the center, along the k length, as Figure 2 shows. We 
can split each matrix in two along the k length to sep-
arate the information from preictal to ictal stages (see 
Figure 3).

For the database 2 recordings, the data processed by 
means of PLV, PLI, PLM and PDI were stored in matri-
ces with the same structure as before. The only differ-
ence was in their dimensions, since each of the sub-
jects’ recordings had distinct number of available 
channels.

Distributions of synchrony/phase 
di!erence values

Each matrix has dimension N×N×k, to analyze how 
the synchrony indexes and phase difference change as 
a function of time during the different epilepsy stages, 
we took a N×N matrix along the k dimension and gen-
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erated a vector of length N with the average synchrony 
or phase difference values of each channel. The first 
element of the vector corresponds to the average value 
of the channel 1 in the first N×N matrix. We then pro-
ceeded to the following N×N matrices until reaching 
the last one. At the end we obtained k number of vec-
tors of N length. Finally, we plotted the histogram of 
values of all the resulting vectors and then repeated 
the process with all the matrices.

Given that the ictal matrices were separated from the 
preictal/interictal ones, we displayed the histograms 
from between the ictal and preictal events. For both 
database 1 and database 2 recordings. We compared 
the ictal histograms to the corresponding interictal 
histograms.

Finally, we averaged the histograms per subject and 
analyzed how the distribution varied from the ictal 
stages to the interictal/preictal stages. We observed 
that the histograms corresponding to the interictal/
preictal stages tended to have greater dispersion than 
the ictal ones, these changes in dispersion led us to 
choose the numeric distance between the first, Q1 and 
the third quartiles, Q3, as a discriminator for the ictal 
and interictal/preictal stages of an epileptic event. A 
Kruskal-Wallis test was performed to probe our 
hypothesis. 

RESULTS AND DISCUSSION
Figures 4 and 5 show box plots of the mean phase 

differences and mean values of the PLV, PLI and PLM 
histograms for the ictal and preictal/interictal states, 
retrieved from an EEG recordings in databases 1 and 2. 
We observed that changes in the distribution of the 
mean values of the histograms between the ictal and 
interictal stages of the seizure were more evident 
when the recordings were analyzed by PDI, whereas 
the distribution of the mean values of the histograms 
for PLV, PLI and PLM indexes showed only small 
changes between seizure stages. 

FIGURE 3. Grayscale map of slices along the Cz channel
of the PDI, PLV, PLI and PLM matrices. A darker shade 

indicates a lower synchronization level. The line indicates 
the onset of the seizure.
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FIGURE 4. Grayscale map of slices along the Cz channel of the PDI, PLV, PLI and PLM matrices.
A darker shade indicates a lower synchronization level. The line indicates the onset of the seizure.
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FIGURE 5. Distributions of the mean PDI, PLV, PLI and PLM values for a crisis selected from database 2. The left column 
shows the distributions at the same scale; the right column shows the zoomed-in distributions of PLI, PLV and PLM.
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TABLE 1. Kruskal-Wallis test results for
each index of the database 1 EEG recordings ��������
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TABLE 2. Kruskal-Wallis test results for
each index of the database 2 EEG recordings 
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Tables 1 and 2 summarize the results of the Kruskal-
Wallis test applied to the indexes computed from the 
recordings in databases 1 and 2, respectively. In both 
cases, the PDI performed better than PLV, PLI and PLM 

indexes under our testing conditions. Tables 3 and 4 
summarize the Q1, Q2 and Q3 values of the distribu-
tions of the mean histograms for the PLV, PLI, PLM and 
PDI indexes for the ictal and preictal stages.

TABLE 3. Q1, Q2 and Q3 values for the mean histograms of the for PLV, PLI, PLM and PDI values computed for Database 1.
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TABLE 4. Q1, Q2 and Q3 values for the mean histograms of the for PLV, PLI, PLM and PDI values computed for Database 2. 
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A similar performance was observed for the record-
ings from database 2. As the PLI and PLM indexes were 
developed to reduce spurious synchronization values 
caused by volume conduction, but PLV and PDI are 
susceptible to this, database 2 provided a scenario 
with no advantage to any index. In this case it was 
evident that under no volume conduction effects, PDI 
also performed better than the other three indexes, 
suggesting that PDI preserves information that is use-
ful for discriminating the stages of epileptic seizures. 
This results are consistent with the results reported 

previously in [26] where the authors found no signifi-
cant changes in the PLI mean value between the preic-
tal and ictal stages.

Overall, our proposed index, PDI, showed a better 
performance in feature extraction based on the distri-
bution analysis of phase synchronization values than 
other indexes developed previously. Implementing 
our proposed index in the processing stages of SPMs 
offers a feature that was not previously revealed by 
existing phase synchronization indexes.
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CONCLUSIONS
We found that changes in synchrony occur during the 

onset of a seizure and could be detected by phase anal-
ysis of EEG signals. The changes in the distribution of 
synchronization values before and after onset identi-
fied with the proposed PDI index suggest non-station-
ary behavior of EEG signals as reported in [16].

The phase difference index (PDI) can be used as a fea-
ture to discriminate ictal and preictal/interictal stages 
with good accuracy. It offers the advantage of using a 
simple algorithm that results in less intensive computa-
tional tasks and has potential applications in the devel-
opment of SPMs which can operate in almost real time, 
and be implemented in portable devices. Further devel-
opment of feature extraction using PDI can be extended 
using of broadband phase estimation methods.

The main limitations of the PDI approach is the need 
for a narrow frequency band in order to obtain inter-
pretable results, this means that a priori knowledge of 
the spectral distribution of energy of the seizure 
events is required. We recognize that this approach 
neglects interactions that may occur between differ-

ent frequency bands. Although approaches to calculat-
ing broadband synchronization between signals have 
been developed [26] [27], they still have the limitation of 
being surjective functions that, as the presented work 
shows, can obfuscate information contained in the 
EEG recording.
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E!cacy of Virtual Reality in Neurorehabilitation of Spinal Cord Injury 
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E"cacia de la Realidad Virtual en la Neurorrehabilitación de Pacientes con Lesión de Médula 
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ABSTRACT 
This systematic review (SR) analyzed the e!ectiveness of interventions using virtual reality (VR) technology as a 
neurorehabilitation therapy in people with spinal cord injury (SCI). The SR was developed under the guidelines of 
the PRISMA statement and the recommendations of the Cochrane Collaboration, along with the PEDro and National 
Institute of Health scales to assess the risk of bias and methodological quality. The Cochrane, IEEE, BVS/LILACS, 
MEDLINE/PubMed, and Web of Science databases were browsed to identify studies that, between 2010 and 2020, 
evaluated the e"cacy of these therapies. Out of 353 retrieved studies, 11 were #nally selected after the application 
of the de#ned inclusion and exclusion criteria. These articles presented good methodological quality as they were 
mostly controlled clinical trials that analyzed mixed therapies with conventional therapies. Interventions based 
on non-immersive or immersive VR technology that achieved functional motor, balance, and psycho-emotional 
health improvement with positive e!ects on motivation, self-con#dence, commitment, and active participation 
were identi#ed in a total sample of 155 SCI patients. It was concluded that such VR technology is an e!ective tool 
of neurorehabilitation complementary to conventional therapies, which promotes functional improvement in SCI 
patients both in the clinic and at home.

KEYWORDS: Spinal cord injury; virtual reality; neurorehabilitation; systematic review
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RESUMEN 
Esta revisión sistemática (RS) analizó la e#cacia de las intervenciones que utilizan la tecnología de realidad virtual 
(RV) como terapia de neurorrehabilitación en personas con lesión de médula espinal (LME). La RS fue desarrollada 
bajo los lineamientos de la declaración PRISMA y las recomendaciones de la Colaboración Cochrane, junto con las 
escalas de PEDro y del National Institute of Health para evaluar el riego de sesgo y la calidad metodológica. Se revi-
saron las bases de Cochrane, IEEE, BVS/LILACS, MEDLINE/PubMed y Web of Science para identi#car estudios que, 
entre 2010 y 2020, evaluaron la e#cacia de dichas terapias. De 353 estudios recuperados, 11 fueron #nalmente 
seleccionados tras la aplicación de los criterios de inclusión y exclusión de#nidos. Dichos artículos presentaron una 
buena calidad metodológica, al ser mayormente ensayos clínicos controlados que analizaron terapias mixtas con 
terapias convencionales. Se identi#caron intervenciones basadas en tecnología de RV no inmersiva o inmersiva que 
lograron una mejora funcional motora, de equilibrio y de salud psico-emocional con efectos positivos de motiva-
ción, seguridad, compromiso y activa participación en una muestra total de 155 pacientes con LME. Se concluyó 
que dicha tecnología de RV es una herramienta e#caz de neurorrehabilitación complementaria a las terapias con-
vencionales, al promover una mejora funcional en pacientes con LME tanto en la clínica como en casa. 

PALABRAS CLAVE: Lesión de medula espinal; realidad virtual; rehabilitación neurológica; revisión sistemática
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INTRODUCTION
Spinal cord injury (SCI) is related to damage to the 

spinal cord resulting from traumatic (external force) or 
non-traumatic (disease or degeneration) causes. As the 
spinal cord (SC) is the main information conduit con-
necting the brain to the rest of the body, an SCI can 
have significant physiological consequences below the 
level of injury, ranging from no or mild neurological 
deficit to a more serious loss of motor, sensory, and 
autonomic functions, or even death, mainly depend-
ing on the number of surviving axons [1] [2] [3].

The World Health Organization highlights that the 
incidence of both traumatic and non-traumatic SCI 
ranges from 40 to 80 cases per million inhabitants per 
year, with 90% of them caused by trauma [1]. Men in 
the 20-29 age group and over 70 are at a higher risk of 
suffering an SCI, whereas the risk for women appears 
between the ages of 15 and 19 and over 60. The male-
to-female ratio is usually 2:1 [1].

The increased life expectancy in high-income coun-
tries accounts for a higher SCI prevalence of around 
70% for people with quadriplegia and 88% for people 
with complete paraplegia as compared to low- and 
middle-income countries [1]. By 2020, SCI is expected 
to be one leading causes of disability globally [4].

SCI is often associated with various psychological 
and social consequences including low rates of school 
enrollment, difficulty with schoolwork, work barriers 
as reflected in an overall unemployment rate in excess 
of 60%, and the fact that 20% to 30% of these patients 
show signs of depression [1].

Injuries may be traumatic in the case of fracture, dis-
location, or compression of one or more vertebrae, 
mainly as a result of road accidents, falls, or gunshot 
wounds. There are also non-traumatic injuries caused 
by arthritis, cancer, inflammation, infections, degen-
erative disc disease, or congenital conditions [1] [2] [3] [4].

The degree of paralysis caused by an SCI depends on 
the location of the injury, which will determine 
whether it is paraplegia or quadriplegia. The latter is 
more serious as it causes a partial or total loss of motor 
and/or sensory function in all four extremities, trunk, 
and pelvic organs when the injury is located in the 
C1-C7 segments. In contrast, there is paraplegia when 
the injury is located in the T1-S5 segments, causing 
functional disorders in the legs, pelvic organs, and 
part of the trunk [1] [2] [3] [4] [5] [6].

The neurological condition of an SCI patient is deter-
mined by the American Spinal Injury Association 
(ASIA) Impairment Scale, which defines 5 levels of 
impairment based on the absence or preservation of 
motor and sensory function. In a complete injury 
(grade A), these functions are not present below the 
level of injury up to the S4-S5 sacral segments. In con-
trast, when some signals can still be transmitted 
below the level of injury, then the injury is incomplete 
(grades B, C, and D) with some preserved motor and/or 
sensory function. Grade E describes normal function 
of all segments [3] [6] [7].

Although, so far, the consequences of an SCI are con-
sidered to be irreversible given the SC’s inability to 
regenerate, the development of new surgical proce-
dures and the technological advances in the last few 
decades have contributed to the design of new rehabil-
itation programs aimed at improving patients’ progno-
sis and quality of life [1] [2] [8].

Comprehensive, conventional rehabilitation pro-
grams combine physical therapy with occupational 
therapy activities. While the former focuses on main-
taining and strengthening muscle function, improv-
ing balance and coordination in both standing and 
seating positions, training gait and weight shifting, 
and learning adaptation techniques in order to per-
form daily tasks, the latter aims to recover fine motor 
skills in order to achieve greater biopsychosocial well-
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being and independence to perform personal care 
activities and adapt the impaired abilities to profes-
sional or academic life [1] [2] [5].

Against this backdrop, the introduction of virtual 
reality (VR) in rehabilitation therapies after SCI seeks 
to contribute to motor and cognitive relearning pro-
cesses by arousing patients’ interest in rehabilitation 
programs. This is done through a series of game-
based exercises that also instill higher levels of 
self-confidence and self-improvement through the 
use of new stimuli to enhance the effectiveness of 
patients’ physical and cognitive abilities and func-
tions in controlled virtual environments. These game-
based exercises stimulate the patient to perform a 
greater number of repetitions and therefore the inten-
sity of the rehabilitation activities increases, which 
stimulates neuroplasticity promoting motor relearn-
ing in SCI patients. Some literature highlights the 
importance of using VR as a complement to tradi-
tional rehabilitation programs to improve them, since 
these usually involve simple and repetitive move-
ments which causes a feeling of boredom, thus reduc-
ing the motivation of SCI patients. Moreover, the cap-
turing patients’ movements enables therapists to 
plan, supervise, and adapt exercises in an individual-
ized manner [1] [9] [10].

VR or a virtual environment is an IT-based structure 
that creates a simulated or artificial, three-dimensional 
(3D) environment that mimics the real environment 
where a person is located. The application of VR devices 
depends on the level of technological advancement, 
the level of platform complexity, costs, and the ability 
to adapt them to different VR environments [9] [10].

VR systems fall into three categories according to the 
sense of reality of the created virtual environment: 1) 
in fully-immersive VR, the user wears a headset or 
goggles, earphones, and other special peripherals 
(gloves, haptic hand controllers, etc.); 2) in semi-im-

mersive VR, the user places himself or herself among 
four aligned screens on which the virtual environment 
is projected and uses peripherals to interact with the 
environment with head movements; 3) in non-immer-
sive VR, the user needs a screen monitor, a keyboard, 
a mouse, or other peripherals to place himself or her-
self in the VR environment and interact with it [10]. 
There is also the so-called “augmented reality,” which 
requires the use of a device that enables users to visu-
alize virtual objects overlaid in the real world; this is 
often mixed up with semi-immersive VR.

Since VR technology is an innovative tool that has 
been applied in the medical field of rehabilitation and 
should be followed up in terms of its most recent 
development over the last few years [1], it is important 
to compile, synthesize and analyze the evidence 
achieved on the advances, effects and level of accep-
tance of VR in the rehabilitation of motor and cogni-
tive functions after SCI.

The objective was to conduct a systematic review (SR) 
with the aim of analyzing the efficacy of VR technol-
ogy in the neurorehabilitation of SCI patients based on 
evidence gathered by the studies included in the 
review, with an emphasis on: 1) whether VR was inte-
grated into conventional rehabilitation therapies and 
the resulting benefits; 2) whether the results of the use 
of VR have been compared with those of conventional 
rehabilitation therapies; 3) how VR was applied; 4) the 
types of SCI analyzed; 5) patients’ acceptability; 6) 
main limitations observed; and 7) future work.

MATERIALS AND METHODS

Protocol
This SR was conducted following the 27 guidelines 

and the flow diagram structure provided by the 
PRISMA statement [11] [12] [13] as well as the recommenda-
tions of the Cochrane Collaboration to perform an 
orderly selection of papers according to the proposed 
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protocol [14]. All this enhanced the quality and presen-
tation of the analysis and brought transparency to the 
paper selection process.

Search strategy
Between 1 May and 19 June 2020, an electronic 

search was carried out in the COCHRANE, IEEE, BVS/
LILACS, MEDLINE/PUBMED, and WEB OF SCIENCE 
databases in order to find any papers published in the 
January 2010-June 2020 period, when most of the 
development and research work around the use of VR 
technology applied to motor and cognitive rehabilita-
tion [9] took place. Additionally, the search was per-
formed in English and Spanish, without a geographic 
delimitation with the purpose of obtaining a global 
overview.

The search terms in Spanish consisted of combina-
tions of keywords found in the Descriptores en 
Ciencias de la Salud (DeCS) thesaurus: lesión de 
médula espinal, traumatismo de médula espinal, tet-
raplejia, cuadriplejia, paraplejia, realidad virtual, real-
idad aumentada, terapia de exposición mediante real-
idad virtual, juego de video, rehabilitación, and reha-
bilitación neurológica. The search terms in English 
included terms found in the Medical Subject Headings 
(MeSH) thesaurus: spinal cord injury, spinal cord 
trauma, tetraplegia, quadriplegia, paraplegia, virtual 
reality, augmented reality, virtual reality immersion 
therapy, virtual reality exposure therapy, video game, 
rehabilitation, and neurorehabilitation. The final 
structure of each database search strategy was 
adjusted based on syntax, logical operators, tags, and 
relevant qualifiers [15] [16] [17] [18].

Eligibility criteria
The inclusion criteria were defined based on the 

PICOS model (Participants, Interventions, Compa-
rators, Outcomes, Study Design) [13]. The review took 
into account both controlled and randomized con-
trolled clinical trials [14] [19] conducted on human sub-

jects that provided empirical evidence of the efficacy 
of neurorehabilitation of motor and cognitive func-
tions through virtual reality therapies (VRT) applied 
as a complement or not to physical, occupational, or 
mixed therapies, and that allowed for a comparison of 
an intervention group with a control group. Quasi-
experimental (before-and-after) studies were also 
considered. The patient population included both 
male and female subjects with SCI in the 18 to 85 age 
range, with traumatic and non-traumatic, complete 
and incomplete injuries, regardless of their ASIA 
grades or time since injury. 

The studies were required to contain this informa-
tion: population sample, assisted limbs and SCI char-
acteristics, objectives, and aspects of the rehabilita-
tion intervention; VR technology type, effects, and 
application method; duration, frequency, and accept-
ability; assessment of the effect of the intervention 
compared to conventional therapies; validation or 
development of VR software or devices; and interven-
tion efficacy indicators. 

Any systematic reviews, meta-analyses, lectures, 
abstracts, or studies that were duplicated or not 
designed to assess the clinical efficacy of motor or cog-
nitive rehabilitation on SCI, that did not focus on VR as 
a therapeutic intervention, or that used electrical 
stimulation that could have influenced its own results 
of the technology under study were excluded. 
Similarly, studies that did not fit the defined study 
time period and were not written in English or Spanish 
were also excluded. 

The selection of potentially relevant studies was per-
formed in three stages. The first stage focused on 
eliminating duplicate records; the second stage cen-
tered on exclusion of papers according to their title 
and abstract; finally, the third stage consisted of a full-
text analysis. The last two stages were guided by inclu-
sion and exclusion criteria [14].
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Data extraction
Two electronic worksheets were created in order to 

obtain detailed information from the studies selected 
in an organized manner. The first worksheet con-
tained demographic and clinical information about 
the patient population: mean age, sex, cause and level 
of SCI, ASIA impairment grade, type of injury, time 
since injury, sample distribution across study groups, 
and their respective dropout rates. The second work-
sheet summarized the characteristics of the selected 
studies: authors’ names, country and year of publica-
tion, study design, and characteristics of the VR tech-
nology used, information on interventions, sessions, 
outcome measures, and conclusions.

Risk of bias assessment
The internal validity of the controlled clinical trials 

was assessed using the PEDro scale criteria [20]. For 
before-and-after studies without a control group, the 
National Institute of Health Quality Assessment Tool 
was applied [21].

Taking the registered level of evidence as a reference, 
the internal validity was rated as poor, fair, good, or 
excellent for scores in the 0-4, 5-6, 7-8, and 9-10 
ranges, respectively, for PEDro. Comparatively, for the 
before-and-after studies, it was rated as poor, fair, or 
good in the 0-4, 5-6, and 7-10 ranges, respectively. 
Studies rated as with good methodological quality and 
low risk of bias were identified with a score higher 
than the mean of 5, while those with scores lower than 
the mean of 5 were rated as with poor methodological 
quality and high risk of bias.

RESULTS AND DISCUSSION

Paper search and selection process
A total of 353 papers were found, 218 of which 

remained after eliminating duplicates. Of these, only 
207 could be downloaded. During the second stage of 
the selection process, 179 papers were ruled out based 

on their title and abstract, and only 28 moved forward 
to the final stage for full-text analysis, where another 
17 were excluded, resulting in 11 papers finally 
selected for the SR. Figure 1 depicts the paper selec-
tion process listing the exclusion criteria in each stage 
based on the PRISMA statement [12]. 

FIGURE 1. PRISMA flow diagram of the paper search 
strategy and selection process. 

A larger number of papers were found from India and 
Spain, each represented 27.27% of the studies selected, 
while Italy, South Korea, Switzerland, Taiwan, and 
Australia each represented only 9.09% of these. Over 
the entire search time period, no papers were found 
for the years 2013 and 2019. English was the main lan-
guage used in 90.91% of the studies selected.

Risk of bias assessment of selected papers
The results of the controlled clinical trials [22] [23] [24] [25] 

[26] [27] [28] [29] [30] and the before-and-after studies [31] [32] 

are presented in Tables 1 and 2, respectively. According 
to the PEDro scale, the score for the risk of bias of the 
controlled clinical trials was 7.22±1.30, and in the case 
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TABLE 1. Assessment of the risk of bias of controlled clinical trials according to the PEDro scale.��������
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of the before-and-after studies, the National Institute 
of Health score was 7.5±0.7. This indicates that the 
selected papers have a low risk of bias and a high 
methodological quality associated with the evidence 
they provide.

Ethical statement
All studies reported that, before the start of the inter-

vention, patients were asked to sign an informed con-
sent letter after they were informed, in writing and 
verbally, of the experimental procedures in the study 
protocol. The interventions were authorized by the 
ethics committees of the participating hospitals [23] [24] 

[25] , universities [27] [28], sites [26] [27] [29][30] [31] or state 
agency [32], with the exception of one [22], which did not 
report anything in this regard. Only 3 studies [23] [25] [32] 
adapted their protocols to the Helsinki Declaration of 
the World Medical Association.

Design of selected studies
Of the 11 selected papers, 9 were controlled clinical 

trials (8 randomized [22] [23] [24] [25] [26] [27] [28] [29] and 1 non-ran-
domized [30]), and 2 were before-and-after studies [31] [32].

Controlled clinical trials were those in which the sub-
jects had been allocated to a control group (CG) or an 
intervention group (IG) and which conducted a pro-
spective analysis. If such allocation had been made 
through randomization, then the trial was considered 
a randomized, controlled clinical trial. Additionally, 
the design of before-and-after studies included sub-
jects that received the same treatment without a con-
trol group [14].

Out of the 9 controlled clinical trials, 8 worked with 
parallel groups, and only 1 [27] worked with crossover 
groups. Only 5 of the 8 randomized controlled clinical 
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TABLE 2. Assessment of the risk of bias
of before-and-after studies according

to the National Institute of Health.��������
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trials were blinded and reported the randomization 
technique used: opaque envelopes containing sequen-
tial numbers [23], computer-generated random num-
bers [26], the “randbetween” function in Excel [27], 
Random Allocation 2.0 software [28], and an unspeci-
fied fixed randomization method [29]. In the case of the 
non-randomized study [30], patients were assigned to 
the IG and CG based on their demographic characteris-
tics, which is not considered an adequate randomiza-
tion method by PEDro [20] and the Cochrane 
Collaboration [14].

As far as blinding is concerned, 4 controlled clinical 
trials and 2 before-and-after studies had no blinding [22] 

[24] [25] [27] [31] [32]. Moreover, of the 5 controlled clinical tri-

als, 2 were single-blinded to the assessors [28] [29], and 3 
were double-blinded to both the subjects and the asses-
sors [23] [30] or to the therapists and the assessors [26].

It should be noted that only 3 papers [23] [29] [32] included 
a long-term follow-up on the effects of VRT on subjects 
over time.

Population characteristics
All papers reported their inclusion and exclusion cri-

teria for subject eligibility, and only 9 [23] [25] [26] [27] [28] [29] 

[30] [31] [32] indicated their recruitment sources.

The total population sample analyzed was made up of 
243 patients with SCI, with 4 studies [22] [25] [26] [28] having 
a 1:1 distribution between the IG and the CG. Only 2 
randomized controlled trials [27] [29], 1 controlled clini-
cal trial [30], and 1 before-and-after study [32] reported 1 
or 4 dropouts in both groups [27] [29] or only in the inter-
vention group [30] [32], with a total of 15 patient drop-
outs. The mean age of the total population analyzed 
was 40.25 years for both groups, with a majority of 
men (78.68%) in the reported population (n=197) in 9 
studies (see Table 3).

Traumatic injuries were found in 86% of the popula-
tion analyzed (n=150) by 8 studies [23] [24] [25] [26] [27] [29] [31] 

[32] and only 1 study [30] reported both traumatic and 
non-traumatic injuries without providing precise data. 
As to the level of injury, all studies (n=209) but one [22] 
observed that 50.72% of injuries were located in the 
cervical spine, 44.97% at the thoracic level, and 4.31% 
in the lumbar spine. Most studies worked with recently 
injured patients (< 6 months), and 4 other studies [28] [29] 
[31] [32] worked with patients who had had their injuries 
for more than one year.

Most SCI were incomplete (58.37%) in the reported 
population (n=209), and only 1 study [26] did not report 
on this. Regarding the level of impairment of all 
patients (n=167), according to the ASIA scale, most had 
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TABLE 3. Demographic characteristics of patients included in the studies.��������
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grade A injuries (47.31%), followed by grade B (23.35%), 
grade D (15.57%), and grade C (13.77%). Two studies [22] 

[26] reported, with no details, that they had worked 
with certain ASIA grades, and one [31] did not address 
this issue.

The clinical characteristics of each population group 
analyzed are presented in Table 4.

Characteristics of virtual reality
The studies used different types of commercial VR 

technologies, including video game consoles, special-
ized VR peripherals and systems designed for rehabil-
itation, as well as devices developed by the research 
teams (see Table 5).

Only one study used a commercial, fully-immersive 
VR system (Oculus Go VR headset) [27], while the other 
10 studies used non-immersive VR systems [22] [23] [24] [25] 

[26] [28] [29] [30] [31] [32]. Four of them [22] [26] [28] [29] were based on 
Nintendo and Sony commercial consoles, with their 
video games (mainly sports and recreational) and 
compatible peripherals that, in few cases, were 
reported to be adapted for use in rehabilitation of cer-
tain impairment grades (for instance, only one men-

tioned attaching the Wiimote controller to the hand 
with bandages or a glove in cases of weak grip [29]). 
Additionally, Rhetoric system [30] only used Microsoft 
Kinect peripheral. Other studies used motion sensing 
devices for rehabilitation such as YouKicker (with four 
wireless accelerometers) [32], TOyRA [23] [25] (based on 
five wireless inertial sensors), and CyberGlove [24] 
(with 22 resistive bend sensing technology and vibrot-
actile stimulators). One study developed a driving 
simulator [31] using an adapted real car mounted on a 
one-axle tiltable platform to virtually control accelera-
tion and braking. 

Regarding those studies where their VRT used com-
mercial consoles along with their video games, only 
one [26] explicitly mentioned the adaptation of their 
virtual environments for rehabilitation purposes with-
out providing further details. On the other hand, those 
studies where commercial video games were not used 
as virtual environment, two of them were developed 
by the research teams [24] [32] and only one specified the 
use of Unity 3D [32] as graphic engine for its develop-
ment. In the case of the Rhetoric [30] and TOyRA [23] [25] 
systems, their games were designed for neurorehabili-
tation purposes by specialized teams of Rehametrics 
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TABLE 4. Clinical characteristics of patients included in the studies.��������
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and INDRA systems companies, respectively. It should 
be noted that the design of the environments for 
TOyRA was developed on the basis of therapeutic 
guidelines for SCI rehabilitation, while for another 
study [32] it was mentioned that the therapists partici-
pated in the design of the clinically virtual exercises. 
In addition, the fully-immersive VR system [27] relied 
mainly on the use of pre-recorded videos from National 
Geographic which were not properly virtual environ-
ments and without any possibility of patient interac-
tion. Details on the orientation of the different virtual 
environments in rehabilitation of balance control, ADL 
autonomy, motor function, psycho-emotional health 
and driving skills are included in Table 5.

The VRT was administered using avatars in virtual 
environments [22] [26] [28] [29], mirroring of movements 
made through an avatar [23] [25] [30], limb control in a 
first-person virtual environment [24] [32], activities of 

daily living (ADL) in virtual everyday spaces [23] [24] [25] 

[26], projection of pre-recorded 360º real-life natural 
environments [27] and driving skills training [31]. It 
should be noted that in the TOyRA system, the avatar 
could be personalized based on the patient’s anthro-
pomorphic traits which increases the patient’s sense 
of presence in the virtual environment. 

Intervention characteristics
All studies [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] provided 

information on the baseline assessment carried out 
prior to the start of VRT. In controlled clinical trials, 
the IG was treated with a mixed therapy including VRT 
[22] [23] [24] [25] [26] [27] [28] [29] [30] comprising several VR technol-
ogies, along with traditional rehabilitation therapy 
(TRT) [22] or conventional therapy (CT) [23] [24] [25] [26] [28] [27] 

[29] [30], based on occupational and/or physical therapy 
and in certain cases, supported by other treatments 
[27]. Patients assigned to the CG were administered the 
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same treatment as those in the IG but without the VR 
component. The before-and-after study protocols only 
had one group of subjects on which they experimented 
with VRT independently [31] [32].

Most VRT, TRT, or CT activities focused on balance 
control [22] [24] [26] [28] [30] [32], ADL autonomy [23] [24] [25], other 
functional limb movements [29] [32], psycho-emotional 
health [27], and driving skills [31]. Only 2 studies based 
their CT on each subject’s goals or needs [27] [30].

It should be highlighted that in 5 studies, VRT aimed 
at improving upper limb (UL) function [23] [24] [25] [28] [29]; 
in 1 study, VRT aimed at improving lower limb (LL) [32] 

function, and in 4 studies, VRT aimed at improving 
both UL and LL [22] [26] [30] [31] function. Some therapies 
also included trunk movements [22] [24] [26] [28] [30].

In most cases, VRT was supervised by an occupa-
tional therapist [23] [30], a physical therapist [22] [28] [30] [31], 
or several therapists [26] [32].

The number of VRT sessions varied from 3 to 80, with 
a frequency between 2 and 20 times per week over a 
total VRT period of 2 to 12 weeks, mostly with 30-min-
ute sessions. Most of the studies were conducted at 

specialized centers or hospital departments [23] [24] [25] [27] 

[28], or rehabilitation centers [22] [26] [29] [30] [31], while only 1 
study [32] reported that VRT was administered at the 
patient’s home and set up by a therapist.

It should be pointed out that in 7 studies [23] [24] [25] [26] [29] 

[30] [32], the level of difficulty of the virtual games or 
activities was adjusted (increasing/reducing speed or 
number of repetitions, changing object appearance, 
and interaction parameters) depending on the level of 
progress achieved by patients in the various VRT exer-
cises. It is worth noting that one intervention [31], 
instead of including gradually increasing levels of diffi-
culty according to the patient’s progress, created a 
more challenging scenario that brought together all the 
isolated activities done in previous scenarios. The 
details of the interventions analyzed are included in 
Table 5.

Outcome measures
The various scales, indices, or instruments used to 

evaluate the effects of interventions on UL and LL 
motor function, balance, functional independence in 
ADL, and pyscho-emotional health associated with 
depression are presented in Table 5 according to the 
VRT applied in each study and where at least two or 

TABLE 6. VRT effects achieved based on rehabilitation goal.��������
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more combinations were used. Only 3 studies [23] [29] [32] 
assessed the level of acceptance and motivation using 
patient satisfaction scales after the intervention. 

Other studies came up with new outcome measures, 
such as the normalized trajectory length to measure 
movement trajectory precision improvement, and 
repeatability to measure movement precision improve-
ment [24]. Similarly, kinematic variables [25] or the simu-
lator’s own aspects [31] were used to evaluate the 
effects of VRT.

E!ects of virtual reality therapy
There were 7 controlled clinical trials [23] [24] [25] [26] [27] [28] 

[30] that did not report significant differences between 
both intervention groups at baseline, which means 
that at the start of the studies, patients were in similar 
functional conditions. The effects of VRT are consoli-
dated in Table 6. From then onwards, VRT was under-
stood as being a mixed or as an individual therapy.

Only 9 papers reported a statistically significant dif-
ference in VRT (p<0.05) in balance control [22] [26] [28] [30] 

[32], motor function [25] [26] [29] [31] [32], and psychological 
aspects [27]. Furthermore, 3 studies assessed the effect 
size of the interventions, which was found to be 
between medium and large, with Cohen’s d values 
between 0.41 and 0.84, and an Ș2 between 0.21 and 
0.95 [23] [26] [27]. Similarly, the level of satisfaction [23] [29] 
and motivation [32] were assessed, and one study [26] 
subjectively observed a high level of interest and 
enthusiasm in patients during VRT.

Side e!ects of virtual reality
There were no adverse or side effects reported, such 

as motion sickness, vertigo, muscle pain, or spasticity 
[23] [24] [29] [30] [32]. Only one study [27] reported significant 
signs of depression in its IG immediately after VRT. 
Another study [29] reported difficulty in holding the 
Wii-mote controller due to weak grip in seven patients, 
and another one mentioned [30] that during the inter-

vention there were some cases of back pain and ortho-
static hypotension that were controlled and subsided 
with medication, allowing the therapy to continue as 
they were not deemed serious side effects.

Limitation of the studies
Some of the controlled clinical trials indicated that 

their design did not include any type of blinding [22] [24] 

[25] [27], concealed allocation [22] [24] [25] [30], or even ran-
domization [30]. In the before-and-after studies [31] [32], it 
was clear that there was no blinding as they did not 
include a CG in their design, which implied certain 
bias in the results.

Regarding subjects and protocols, it was not possible 
to generalize results given the limitations observed, 
such as small sample size [23] [24] [25] [28] [29] [30] [32], with par-
ticular SCI characteristics [23] [26] [28] [29] [32] and very few 
variations in demographic data [27], as well as the fact 
of having single selection sources [26].

As far as interventions are concerned, the identified 
limitations included: the short duration of interven-
tion [23] [24] [27] [29] [31]; most studies did not follow-up on 
the results, except for 3 of them [23] [29] [32]; only 1 study 
explicitly recognized having included a small set of 
virtual exercises as a limitation [30]; the weight of any 
other health condition that could have influenced the 
results was not considered [27]; and the diversity of 
interventions did not make it possible to set guidelines 
on intensity, dosage, and duration of VRT [30]. 

As to the limitations derived from the VR technology, 
the need to have more sophisticated and modern soft-
ware (commercial or especially designed games) and 
hardware (consoles, controllers, headsets, sensors, 
graphic cards) was identified for VRT to be more effective 
[26] [30]. The Wii Fit system especially stood out, because as 
it is a black box system, it was not possible to monitor 
several game parameters included in the VRT, thus limit-
ing its contribution to improving balance control [22].
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Three studies pointed out limitations in terms of 
interaction with VR devices, which could have affected 
the obtained results. Such was the case with the 
Nintendo Wii console [28] [29], where the patient required 
some prior training before using it.

Patients with acute SCI could not use it because they 
could not maintain balance, hold the controller, or 
even generate motion, especially in the case of higher 
cervical injuries. The third study identified predefined 
VR scenarios (360º recordings) as a limitation since 
patients could not interact with them [27].

Future development
Based on the above-mentioned limitations, the sub-

jects’ profiles, and the intervention protocol, a sugges-
tion was made to use a broader patient sample [23] [24] [25] 

[26] [27] [29] [30] [31] [32], with different SCI characteristics 
than the ones included in the studies [26] [29] [31] [32], 
involving several recruitment sites [30], and including 
more VRT sessions [23] [24] to better identify VRT bene-
fits, the system’s critical characteristics, and the vir-
tual exercises that achieved better results [24].

The before-and-after studies [31] [32] along with one 
controlled clinical trial [30] proposed to carry out future 
interventions based on a blinded, randomized, con-
trolled clinical trial with long-term follow-up design 
[30] [31] [32] to reduce the risk of bias and monitor the 
sustainability of the intervention by means of a longi-
tudinal study to validate the level of skill improve-
ment achieved [31].

Regarding types of VR devices, a proposal was made 
to conduct studies that combine VRT (such as TOyRA) 
with robotic devices (Amadeo) for telerehabilitation 
based on VR motion capture systems [25] and develop 
new VR devices for rehabilitation with a focus on ADL 
or relevant exercises/skills designed to simulate more 
realistic situations with higher levels of difficulty 
according to different SCI levels [31]. 

For interventions that used mixed VRT [22] [24] [29] [30], a 
proposal was raised to conduct new studies to assess 
the impact of VRT individually, compare the results of 
home-based therapies with those achieved at the 
clinic [32], and develop methods to exercise system-
atized balance control with a focus on SCI level and 
sitting balance control [28].

Main "ndings, quality of evidence
and potential application

This SR included a total sample of 243 subjects from 
the 11 papers analyzed, out of which 155 experi-
mented with VRT (63.78%). There was a similar num-
ber of paraplegic (69) and tetraplegic (67) patients, and 
14 patients did not complete the intervention. Patients 
treated with VRT mostly had ASIA grade A/B impair-
ment (42.20% and 20.18%), followed by ASIA grades 
C/D (16.51% and 21.10%), with an absence of motor 
function and little or no sensory perception below the 
neurological level of injury, with a major focus on UL. 

Three types of studies were taken into consideration: 
randomized controlled clinical trials [22] [23] [24] [25] [26] [27] 

[28] [29], one non-randomized controlled clinical trial [30], 
and before-and-after studies [31] [32]. Over half of the 
studies [23] [26] [28] [29] [30] [31] [32] had a good or excellent 
level of evidence with low risk of bias and achieved 
statistically significant results [26] [28] [29] [30] [31] [32] with 
regard to VRT.

The controlled clinical trials exhibited an adequate 
level of evidence given that they were mostly random-
ized [22] [23] [24] [25] [26] [27] [28] [29], with 6 of them having an 
adequate sample size [22] [23] [26] [27] [28] [29]. Seven [23] [24] [25] 

[26] [27] [28] [30] did not show any confounding bias upon 
observing a similar baseline functional condition 
among patients. Regarding blinding, half of them did 
not describe any blinding method [22] [24] [25] [27], while 
the remaining half that reported having used a dou-
ble-blind [23] [26] or single-blind [28] [29] method reduced 
their detection bias upon including blinded assessors. 
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Given their methodological limitations, the before-
and-after studies and the controlled clinical trials had 
to be considered with caution as they had a certain 
selection bias for not presenting any randomization 
method [30] or control groups [31] [32], which could have 
affected the VRT evidence obtained. 

Most trials aimed at a non-immersive use [22] [23] [24] [25] [26] 

[28] [29] [30] [31] [32] of VR, and only 1 was fully-immersive [27]. 
All of them showed a statistically significant improve-
ment with VRT (p<0.05) in balance control [22] [26] [28] [30] 

[32], motor function [25] [26] [29] [31] [32], and psychological 
aspects [27]. The effect size of the interventions [23] [26] [27] 
was determined to be between medium and large. 

Regarding the type of VRT, although in some con-
trolled clinical trials [23] [24] [25] [29] [30] no statistically sig-
nificant differences were observed between the VRT + 
CT intervention compared to the CT, significant 
improvements were found in the IG in different func-
tional parameters (Table 6). Additionally, in the 
remaining 4 trials [22] [26] [27] [28], statistically significant 
differences were observed in the IG that were reflected 
in a greater improvement compared to the CG. The 
sum of both results suggests that VRT can be an 
important adjunct/complementary instrument for CT 
when considering the benefits derived from the differ-
ent protocols, particularly in terms of balance control, 
motor function, and patients’ moods.

Moreover, even though the evidence was method-
ologically limited, it could be added that the before-
and-after studies [31] [32] also showed positive effects of 
VRT when applied individually to improve LL motor 
function and driving skills, which speaks to the conve-
nience of using VRT along with CT. 

Furthermore, the findings [23] [25] [29] [32] suggest consid-
ering VRT as a complement to CT that can be used at 
home and not just in a hospital setting to extend the 
time of therapy sessions and to monitor and/or main-

tain the results achieved after rehabilitation. In this 
regard, the need for future studies to compare the 
effects of VRT in both settings was highlighted. 

Comparatively, 4 controlled clinical trials [22] [24] [29] [30] 
underlined that it was not possible to visualize the 
effect of VRT separately, because it was applied 
together with CT. Thus, a proposal was made to con-
duct studies with the same methodological quality 
focused on interventions centered on VRT alone, with 
a broader and more diverse sample of SCI patients. 

E#cacy of virtual reality therapy
Most studies showed a good level of evidence for the 

use of VR technology applied to the rehabilitation of 
SCI patients based on a detailed description of its 
application, movements made, and patient interaction 
with the virtual environment. There was only one 
exception, where information was inferred from the 
system used [29].

Non-immersive VR was the most commonly imple-
mented type of VR based on games with a scoring 
system and a set duration, whose level of difficulty 
was determined based on the progress recorded [22] [23] 

[25] [26] [28] [29] [30] [32].

Other study [32] mentioned that the type of VR used 
was augmented reality, which would require virtual 
objects to be projected onto real world surfaces. 
However, when the VR technological description was 
analyzed, it was clear that they had used a non-immer-
sive system that displayed the virtual environment 
and objects on a screen. 

It was interesting to see how fully-immersive VR tech-
nology [27] used to study patients’ moods only focused 
on projecting videos of real landscapes without any 
means of interaction with the virtual environment, 
given the technological capabilities of the device. 
Although an improvement was achieved in patients' 
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psycho-emotional health, it will be necessary to gather 
more evidence on the effects of fully-immersive tech-
nology on VRT, related with physiotherapy and occupa-
tional therapy exercises, to analyze and determine the 
impact of this type of VR on the rehabilitation of SCI 
patients. Despite the technological differences inherent 
to each VR technology, such as the degree of immersiv-
ity and sensorimotor interaction, previous literature 
has shown different benefits of the use of the full-im-
mersive VR and some of them points that full-immer-
sive VR outperforms non-immersive [33] [34] [35].

Although all the interventions applied different 
immersive and non-immersive VR, some significant 
benefits were identified that can be generalized as fol-
lows: VR stimulated a wide set of functional move-
ments similar to those of the real world; it promoted 
independence and self-confidence; it improved psy-
cho- emotional health; it increased patient motivation 
and engagement with the rehabilitation process; and it 
promoted VRT with no side effects. Such evidence 
made it possible to confirm the potential use of VR 
technology as an effective tool for rehabilitation of SCI 
patients.

The efficacy of VR was confirmed based on a number 
of indicators reported by the studies. Firstly, there was 
positive feedback (visual and auditory) about thera-
peutic sessions designed around games that included a 
scoring system to help patients come up with new 
self-improvement strategies within certain time-
frames and levels of difficulty established by the 
devices and/or adjusted by therapists, which made it 
possible to follow-up on the progress made. 

In this regard, it was observed that the level of diffi-
culty in each round prompted patients to make specific 
movements in an intensive and repetitive manner, 
which stimulated the subsequent recovery of motor 
function as a result of triggering neuroplasticity mostly 
in the motor cortex of the brain [23] [24] [26] [28] [29] [32].

Secondly, real-time visual feedback was another indi-
cator of efficacy of VR environments for motor func-
tion recovery [26] [28] [29]; that is, there was visual feed-
back of the patient’s proper movement execution 
within the game’s virtual environment with the use of 
an avatar through activation of certain areas of the 
motor cortex, leading to improved recovery [32]. There 
was also activation of the mirror neuron system and 
motor cortex of the brain by enabling recovery in spa-
tial orientation and balance [30]. Furthermore, visualiz-
ing the patient’s movements in real-time made by the 
avatar through mirror vision produced a feeling of 
control and realism with a similar positive effect on 
motor function [23].

Thirdly, given the importance of patients’ motivation 
as an indicator of efficacy, it is interesting to see that 
this factor was assessed only by 3 studies [23] [29] [32], 
with high levels of satisfaction and motivation 
achieved during VRT. However, even when such an 
evaluation was not considered, another study [26] indi-
cated that patients showed a high level of interest and 
enthusiasm towards VRT, and another one [30] observed 
that patients were open to develop new self-improve-
ment strategies as a result of their experience with 
VRT. In summary, given the limited evidence on the 
level of patient acceptance of VRT, it is suggested that 
future research should include instruments to evalu-
ate this aspect as well. 

The findings from the above-mentioned evaluations 
showed that patients’ satisfaction and motivation with 
VRT promoted a higher level of commitment, adher-
ence, active engagement, and dedication to the reha-
bilitation process. Personal motivation due to VR was 
promoted by feelings of increased curiosity, self-confi-
dence, self-driven exploration, and imagination which 
led to a greater enjoyment of the CT in addition to 
functional improvements [23] [29] [32]. Moreover, social 
motivation that led to the development of self-im-
provement and self-esteem were promoted through 
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competition as a result of the social interaction of 
patients based on the level of difficulty and scoring of 
VR games [23] [29].

As it was confirmed in other studies [33] [34] [36], these 
key elements are not induced by CT, which limits their 
level of effectiveness by showing low level of atten-
dance and adherence to the training exercises, thus 
limiting the level of intensity necessary to achieve 
patient recovery. 

This increase in motivation may be related to the 
influence of the video games used in VRT with a scor-
ing and reward system (positive feedback) [29] [34], and 
that it decreases the perception of effort [37], which 
boost active patient participation and therefore 
increases adherence and commitment to the rehabili-
tation therapy.

In addition, some studies [35] [38] have confirmed that 
VRT promotes a deep motivation in patients, which 
improves their subjective initiative and commitment 
to actively complete various rehabilitation exercises, 
thus creating a virtuous circle that improves their 
functional recovery.

Some studies included in the SR underlined that the 
VRT was the most effective tool for improving neuro-
plasticity and subsequent recovery of motor function 
in SCI patients through intense and repetitive task-ori-
ented practice by increasing exercise therapy time 
expressed as time dedicated to practice (dosage) com-
pared to CT [36] [38], which may enhance functional 
recovery [23] [26] [29] [30] [32] [34]. However, it is important to 
point out that other studies report that the evidence of 
neuroplasticity as a result of training in VR is currently 
modest and more research it is needed [38]. Also, it 
should be noted that the relation between dosage and 
achieving functional recovery is currently an unsolved 
issue in rehabilitation studies [30] [32] [36], where the need 
for further evidence is highlighted.

There is some additional evidence resulting from the 
authors’ perceptions during the interventions. For 
instance, when patients immersed themselves in VRT 
game activities, they forgot about certain fears that 
could have affected their performance vis-à-vis the 
objectives of the CT activities [26]. The projected images 
had a positive impact on the patients’ moods and 
reduced the perception of pain from the SCI [27], which 
reaffirmed the convenience of using VRT in conjunc-
tion with CT [28] [30].

The importance of the familiarization process 
between the patient and the VR technology is a key 
element to achieve the objectives of the rehabilitation 
programs as it allows the patients to be engaged with 
the VRT and to perform the training exercises in a 
more effective way, thus promoting their active partic-
ipation and motivation. In this regard, some studies 
have highlighted [26] [28] [33] [37] the limitations of com-
mercial VR systems to fit the needs of SCI patients, 
since these are designed to be used by people without 
motor or cognitive impairments. Additionally, previ-
ous studies [34] [38] [39] have confirmed the importance of 
patients perceiving a greater immersion in the virtual 
environment rather than in the real world, which is 
related to the software and hardware characteristics.

Therefore, it is necessary that research teams seek to 
adapt existing devices to provide better grip and 
manipulation of the peripherals of VR systems [29] [33], 
or still better to design new devices that allow an 
improved handling and capture of the movements 
made by patients according to their motor and cogni-
tive skills, along with an appropriate calibration 
according to their neurological conditions [29], which 
will increasing their interaction with the virtual envi-
ronment, thus a better immersive experience. 

On the other hand, another important element that 
allows patient familiarization is the sense of presence, 
which is related to the patients' subjective experience 
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of feeling inside the virtual environment and is able to 
active brain mechanisms underlying sensorimotor 
integration as well cerebral networks regulating 
focused attention promoting patients to perform reha-
bilitation programs and patients’ movement recovery 
[34] [37]. Since this also depends on the characteristics of 
the VR system itself [37], it is important that the games 
are able to imitate both in execution and visually the 
task-oriented activities and the virtual scenario, as 
well as to increase the sensory feedback through the 
peripherals, which allows a higher level of realism 
when interacting with 3D objects in real-time, for 
instance the realistic haptic feedback achieved by the 
CyberGlove compared to the simple feedback offered 
by most commercial consoles [24] [33]. In addition, as 
already pointed out by some studies included in this 
review, the patient's embodiment in the virtual avatar, 
either in one part (first person) or the whole body 
(third person), has a key role in developing a sense of 
presence in the virtual environment, as it allows the 
sensation that the actions performed belong to the 
patient [34]. In this sense the non-commercial devices 
achieved better results, especially TOyRA system [23] [25] 
by achieving an avatar based on the patients’ anthro-
pometric data.

In addition, it would be important to include induc-
tion training programs [30] [32] that make it possible to be 
familiar with the VR system and interact with greater 
confidence within the virtual environment. Therefore, 
all the elements that allow familiarization increase the 
acceptance of the system by the patient as he/she feels 
that real world movements are performed within the 
virtual environment, which allows to obtain adequate 
functional improvements by providing a better trans-
fer of skills to the real world and open the possibility of 
continuing rehabilitation programs at home [23] [33].

Fourthly, another efficacy indicator was the ability to 
gradually reduce the help required from the therapist 
as therapy progressed, leading to more patient inde-

pendence to choose the VRT activities designed in 
accordance with the rehabilitation goals [23] [29]. 
Nevertheless, some authors reported that VRT had 
been more effective with the help of a therapist [32].

Fifthly, potential home-based rehabilitation and tel-
erehabilitation were other key efficacy indicators of 
the use of VR technology based on commercial con-
soles and other devices. Having more intuitive, smaller 
sized, home-based systems could possibly increase 
the amount of time devoted to rehabilitation following 
therapy administered at the hospital or rehabilitation 
center. In this context, it should be stressed [23] that 
patients stated their interest in using the virtual sys-
tem at home and would suggest its use to other 
patients with the aim of potentially creating an online 
gaming network to promote more socializing among 
patients and to extend therapy time.

Moreover, home-based VR rehabilitation could have a 
positive impact on reducing costs, time, effort, and 
travel of patients to the clinics, with systems being 
adapted to patients’ needs, particularly those with a 
high SCI level [29] [32]. Based on the aforesaid, it would 
be necessary to have data capture systems imbedded 
in the consoles or in future rehabilitation dedicated 
devices that are capable of sending information of the 
activities performed at home to the therapist for anal-
ysis [25] [32].

It is important to emphasize that some features of the 
VR devices posed some potential limitations to the effi-
cacy of VRT, for instance: the virtual environment used 
by the TOyRA system did not represent execution of 
ADL in a realistic fashion [23]; the commercial consoles 
or peripherals used in the interventions were relatively 
obsolete given the ongoing technological advances 
seeking to make VR more efficient and easy to use in 
rehabilitation; and the consoles or peripherals could 
not be easily modified (black box), thus preventing 
adaptation to patients’ functional needs [22] [26] [28] [29] [30].
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It should be noted that only one paper reported hav-
ing used a graphic engine (Unity 3D) [32], given its rele-
vance to the creation of virtual environments and the 
effect of VR on rehabilitation. Using a graphic engine 
implied a significant investment in terms of time and 
practice in order to create an appealing virtual envi-
ronment where the patient can properly interact. 
Therapists collaborated on this design effort [23] [25] [32].

Finally, this SR identified some evidence of the 
impact of VRT in other neurological disorders, which 
confirms some of the findings for SCI, since the 
impaired motor function is one of its common conse-
quences. For instance, some reviews have been identi-
fied concerning the use of VR technology applied to 
Stroke [38] [39] [40] [41], Parkinson’s Disease [35] [42] [43], Mul-
tiple Sclerosis [37] [44], Cerebral Palsy [45] and Traumatic 
Brain Injury [46], which have reported positive effects 
of VRT improving balance control [35] [40] [42] [43] [44] [45] [46], 
UL or LL motor function [37] [38] [39] [40] [41] [45], gait [35] [40] [42] 

[43] [44] [46] and cognitive function [37] [42] [46]. A systematic 
review [47] showed positive impacts in the treatment of 
phantom limb pain due to a greater immersive experi-
ence based on the use of the mirror therapy which 
induces the perception that the amputated limb is 
performing the tasks. However, the authors are incon-
clusive regarding the efficacy of VR and Augmented 
Reality therapy and continues to need further research 
with higher quality evidence.

As is the case of the interventions with SCI patients, 
the role of VR as rehabilitation tool in these neurologi-
cal disorders is still under discussion, although some 
studies reported positive results when VR was used as 
a complementary therapy which improved ADL per-
formance and quality of life. These studies provided 
evidence points toward the advantages of increased 
motivation, confidence, engagement, and increase the 
intensity of movement based in repetitive and task-ori-
ented with multisensory feedback which is needed for 
promoting neuroplasticity [35] [37] [39] [40] [43] [45] [46].

These results align with the main findings on the use 
of TRV in patients with SCI and for future development 
could be important to follow research on how the VR 
devices had been designed to these pathologies, 
including the greater use of VR full immersive and 
multisensory feedback [33].

In this regard, an interesting feature showed in a 
study applied to Stroke [40] was the introduction of a 
specific type of rehabilitation visual feedback named 
“virtual teacher”, which can be displayed during 
every task repetition and that shows the correct exe-
cution movement of the training exercise so that the 
patient can imitate it allowing real-time visual com-
parison between a patient’s execution and the virtual 
teacher’s execution of a movement. The incorpora-
tion of this characteristic into the VR systems for SCI 
could improve the motor performance quality pro-
moting motor adaptation via supervised learning 
mechanism.

Limitations and future work 
of the systematic review

One of the main limitations was not having a larger 
number of papers providing evidence on the use of 
augmented reality and fully-immersive VR technology 
as a rehabilitation tool.

Patient sample heterogeneity as well as the applica-
tion of different types of VR technology and VRT pro-
tocols made it impossible to generalize the results and 
applied therapies, and since this SR was guided by the 
Cochrane recommendations [14], it was deemed advis-
able not to do a meta-analysis.

Moreover, no controlled clinical trials were found to 
focus on the use of VRT individually in the IG com-
pared only with the CT. This could be based on the 
fact that there is not much research on this, and it was 
not possible to access a more specialized, fee-based 
database. 
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The authors of this SR consider it necessary to update 
this SR in the future to largely include blinded, ran-
domized, controlled clinical trials with long-term fol-
low-up to reduce the risk of bias and follow-up on the 
sustained effects of the intervention.

CONCLUSIONS
Given the evidence obtained from the papers included 

in the review, this SR concludes that non-immersive 
VR technology is an effective tool for use in neurore-
habilitation as a complement to CT. It has positive 
effects by promoting motivation, self-confidence, 
commitment, and active engagement of patients, lead-
ing to improvements in motor function, and balance 
control, both in a clinical setting and at home, and it 
also increases rehabilitation time. No side effects were 
observed throughout the interventions. 

Positive effects of VRT were identified when it was 
applied alone, although more evidence is needed to 
determine its contribution. Furthermore, there were 
psycho-emotional benefits reported with a decrease in 
depression in SCI patients when fully-immersive VR 
was used, although more research is needed to con-
clude its level of efficacy as a complementary tool to CT.

However, the high cost and the complexity of the new 
VR technology is a key limitation to extend the use for 
rehabilitation which may explain why the therapy 
based on video games consoles and non-immersion 
VR systems are playing an important role in rehabilita-
tion programs even considering that these devices are 
not suitable to the needs of the SCI patients.

This SR suggest further development of VR systems 
customized to the motor and cognitive skills of SCI 
patients that achieves increased immersion with a 
higher level of realism of the rehabilitation activi-
ties, multisensory stimuli, and patient interaction, 
while trying to keep low-cost in order to increase 
accessibility.
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ABSTRACT 
The paradigm of biological systems provides a framework to quantify the behavior of biological processes. Mathe-
matical modeling is one of the analytical tools of biological systems used to reproduce the variables of a system 
for prediction. This article presents the analysis of muscular contraction, the physiological process responsible of 
generating force in skeletal muscle, from the point of view of mathematical modeling. The aim is to provide nume-
rical evidences about the force generated by the sarcomere, and the energy required to produce such a force. The 
proposed scheme includes a model to activate the contractile cycle, based on the action potential that reaches the 
neuromuscular junction, the calcium release into the sarcoplasm, the contraction response, and the quanti!cation 
of the energy that the sarcomere requires to perform mechanical work. The results shows that the proposed scheme 
is acceptable because it reproduces experimental data of force, velocity, and energy reported in the literature. The 
results of the proposed scheme are encouraging to scale the model at the muscle or muscle group level, in such a 
way that the quanti!cation of energy can be an alternative to the indirect estimation methods of energy consump-
tion that currently exist.
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INTRODUCTION
Biological systems deal with the understanding of 

biological processes at the systems level. The initial 
ideas were established by Dr. Norbert Wiener in his 
book published in the 1940s [1]. However, the execu-
tion and confirmation of these ideas did not flourish 
due to technological (low availability of sensors, actu-
ators, and computer systems), and scientific limita-
tions (for example, the theory of nonlinear systems 
was in its infancy). It was not until early in this century 
that these ideas were taken up by the scientific com-
munity encouraged, primarily, by advances in molec-
ular biology. The current availability of high-perfor-
mance computer systems capable of processing copi-
ous amounts of data and of information-processing 
methods like machine learning, as well as the develop-
ment of sensors capable of measuring biological vari-
ables in real time, have all fostered advances in biolog-
ical systems. In addition, modern systems theory pro-
vides a broad platform of methodologies for the analy-
sis, mathematical modeling, and control synthesis of 
highly-complex processes, including linear, nonlinear, 
continuous, discontinuous, and interconnected behav-
iors, to name a few [2].

The study of biological systems proposes a four-part 
paradigm for understanding a biological process at the 
systems level [3]. (1) System structure: identifying the 
elements of a process that interact and modify its 
physical properties. (2) System dynamics: understand-
ing under what conditions certain properties of the 
process change in time and the repercussions of those 
changes for the functioning of the process. (3) Control 
method: once the natural dynamics of the biological 
process are known, it may be interesting to modify 
specific properties so that, depending on its structure 
and dynamics, it may become possible to propose a 
method for the systematic manipulation of a property. 
(4) Design method: strategies for the physical imple-
mentation of the resulting control scheme according to 
the first three points. The advantage of this paradigm 

over the qualitative trial-and-error method used so 
widely in the biological sciences, is that it provides 
quantitative descriptions of the process that make it 
possible to predict the behavior of the properties of 
interest. Thus, it generates quantitative information, 
or design parameters, for experimental protocols that 
help optimize characterization methods and/or design 
and, more generally, our understanding of the biologi-
cal process involved. Examples of applications of this 
paradigm can be consulted in the pioneering papers 
reported by Kitano [2] [3]. The area of biological systems 
devoted specifically to human health is called systems 
medicine, a field that studies physiological processes, 
pathological conditions, and recommended treat-
ments with the goal of providing quantitative ele-
ments to optimize medical treatments [4].

This article discusses a specific case of analysis of a 
biological process from the perspective of biological 
systems: energy consumption in a sarcomere, the basic 
functional unit of the contraction of skeletal muscle. 
The expenditure of energy is defined as the number of 
calories that people utilize to perform their basic vital 
functions, and to participate in physical activities [5]. 
Total energy expenditure depends on the total energy 
acquired from food. It is expended, approximately, in 
the percentages depicted in Figure 1 [6].

FIGURE 1. Percentages of energy expenditure
in the human body [6].

Today, energy expenditure is measured by indirect 
calorimetry, a method that estimates the number of 
calories the human body consumes while performing 
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a physical activity like walking or running by measur-
ing oxygen consumption (VO2) and carbon dioxide 
production (VCO2). This allows researchers to calcu-
late the total energy expenditure of an entire human 
body [6]. Regarding knowledge of the structure of the 
human body, biological systems conceptualizes this 
as a system of systems, that can be analyzed on differ-
ent scales of organization: molecular, cellular, tissue, 
or organ and, finally, as an integrated organism [4]. 
Indirect calorimetry gathers data on energy consump-
tion at the level of the organism; that is, the highest 
level of analysis of the structure of a biological pro-
cess, but in certain cases it may be important to deter-
mine the functioning of this process on another scale. 
For this reason, this article focuses on the question of 
the amount of energy consumed by a sarcomere 
during muscular contraction. To this end, we pro-
posed a methodology of analysis centered on the 
structure and function of the process at the cellular 
level. The approach consist of a mathematical model 
of the contraction cycle of a sarcomere of skeletal 
muscle, which represents the dynamic behavior of the 
troponin units during the contraction cycle. Such 
dynamics determines the force generated and the 
velocity of the sarcomere, which are the elements to 
quantify the energy consumed by the sarcomere 
during contraction. Moreover, an activation scheme is 
presented in this paper, to model the voluntary acti-
vation of contraction cycle after the arrival of an 
action potential to the neuromuscular junction. The 
content of this article is as follows. The next section 
describes the physiological principles that lead a sar-
comere to contract, a physiological function that pro-
vides muscular force and the energy required to gen-
erate such force. The section that follows outlines the 
methodology of mathematical modeling used to cal-
culate the energy that a sarcomere requires to execute 
the contraction, and the conditions of the numerical 
implementation of the model utilized. The final part 
presents the results, discussion, and conclusions of 
the study.

MATERIALS AND METHODS

Muscular contraction
A skeletal muscle is a tissue that specializes in pro-

ducing contractions. It is made up of cells called mus-
cle fibers that have the capacity to contract individu-
ally. It is the synchronized contraction of the muscle 
fibers of a skeletal muscle that generates the force 
required to produce movement of the articulations to 
which it is joined. The movement produced by the 
skeletal muscle system is voluntary and results from 
the contraction and relaxation of these cells. To achieve 
movement, the muscle performs a series of functions 
that include generating force, transmitting the force, 
consuming, and storing energy, and producing heat.

During embryonic development, a series of myoblasts 
fuse to form a muscle fiber, so each fiber is a cell with 
multiple nuclei. The sarcolemma is cell membrane of 
the muscle fiber and the cytoplasm is known as the sar-
coplasm. The organelles that provide muscle fibers with 
their contractile structure are called myofibrils. They 
are made of proteins that extend over the entire length 
of the muscle fiber. Myofibrils are formed by two ele-
ments denominated thick and thin filaments, which are 
organized in compartments called sarcomeres. Because 
contraction occurs in the sarcomeres, they are known 
as the basic functional units of the myofibrils [7]. Figure 
2 illustrates the organization of a skeletal muscle, from 
the complete muscle down to the sarcomere.

FIGURE 2. Organization of skeletal muscle tissue. 
Edited from Tortora et al. [7].
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Three types of proteins define the structure and 
function of the sarcomere: (1) Contractile proteins are 
responsible for generating force during contraction. (2) 
Regulator proteins are in charge of activating and deac-
tivating the contraction process. (3) Structural proteins 
form the thick and thin filaments that give the myofi-
brils their elasticity, extensibility, and ability to bond 
to the sarcolemma. The structure of the sarcomere is 
shown in Figure 3. The thin filaments (yellow) are 
composed mainly of a contractile protein called actin, 
while the thick filament (red) is formed by the contrac-
tile protein myosin. When a muscle is relaxed, the 
thick and thin filaments are superimposed in an area 
of the sarcomere called band A. The central part of 
band A contains the line M, formed by myomesin, a 
structural protein [7]. The regulator proteins, troponin 
and tropomyosin, form part of the thin filament, 
together they make up the troponin-tropomyosin 
complex. The structure of the sarcomere allows it to 
contract; that is, to shorten itself by overlapping the 
thick and thin filaments by through the transforma-
tion of energy, from chemical into mechanical [5] [6]. 

The contractile cycle is activated when an action 
potential reaches the neuromuscular union and depo-
larizes the sarcolemma of the muscle fiber, releasing 
calcium (Ca2+) into the sarcoplasm. Ca2+ prepares the 
thin filament so that the thick filament can bond to it 
through the association of actin proteins with the 
heads of the myosin. Actin occupies a site related to 
myosin that is protected by tropomyosin during relax-
ation. When Ca2+ is available in the sarcoplasm, it asso-
ciates with troponin such that the tropomyosin 
exposes the sites of the myosin-related actin sites to 
allow the heads of myosin to bond to that protein. 
These unions are called crossbridges. The tropo-
nin-tropomyosin complex is recognized as the regula-
tor proteins of muscular contraction due to its func-
tion of preparing the thin filament to associate with 
the thick filament [7]. 

The contractile cycle refers to the sequence of events 
that takes place during the movement of the filaments. 
It consists of four stages (see Figure 4). In the first 
stage (1), myosin becomes charged with energy 

FIGURE 3. Thick and thin filaments in relaxation and contraction. Figure edited from Tortora et al.[7]. 
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through the hydrolysis of adenosine triphosphate 
(ATP) molecules in its head. In this stage, the heads of 
the myosin are oriented towards the thin filaments. In 
the second stage (2), the energy-charged myosins 
adhere to the actin in the thin filaments to form cross-
bridges. In the third (3), the thick filament generates 
the traction necessary to move the thin filaments 
towards the line M, causing them to overlap and pro-
duce force in the sarcomere. When this movement 
concludes, in stage four (4), the myosin u ncouples 
from the actin, ending the cycle. The contractile cycle 
is repeated as long as ATP molecules are available and 
the concentration of Ca2+ in the sarcoplasm remains 
high. The shortening of the sarcomeres in the myofi-
brils causes the muscle fiber –and then the complete 
muscle– to contract [7].

Muscular contractions are classified as either isotonic 
or isometric. In the former, the force of contraction 
developed by the muscle is constant, and the length of 
the muscle changes. This type of contraction gener-
ates movement of the joints and the force required to 
move loads or objects. In the latter, the force of con-
traction is insufficient to move a load or object; it only 

FIGURE 4. Stages of the contractile cycle: (1) hydrolysis of ATP, (2) formation of crossbridges, (3) movement phase, 
and (4) detachment of myosin and actin. Figure edited from Tortora et al. [7].

generates sufficient force to sustain it, not move it. In 
this type of contraction, the muscle does not change 
its size [7]. Next, the mathematical modeling of muscu-
lar contraction is revised.

Mathematical model of contraction
Most of the mathematical models proposed in the lit-

erature to emulate the mechanical behavior of skeletal 
muscles are based on the one posited by Hill et al. [8]; 
that is, addressing the mechanical response of muscle 
at the tissue level [9] [10]. Mathematical modeling of the 
mechanical response of the muscle, in contrast, is 
based on the physiological principles of the origin of 
muscular contraction in the sarcomere of the skeletal 
muscle. This physiological approach has been used in 
mathematical modeling of cardiac muscle; the 
approaches ranges from initial models proposing the 
mechanical response of a single sarcomere of cardiac 
muscle [11], multi-scale mathematical modeling of the 
heart mechanics [12] [13] to current in silico models used 
in preclinical trials to assess drugs for cardiac diseases 
[14]. While our approach sets out from current physio-
logical models of the sarcomere of cardiac muscle, it 
proposes an adaptation to represent the contractile 
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response of the sarcomere of skeletal muscle. The main 
function of both types of tissue is to generate muscular 
contraction, but their activation mechanisms differ: 
the heart muscle is activated involuntarily, while acti-
vation of skeletal muscle is voluntary, triggered by the 
emission of an action potential from the motor cortex 
to the neuromuscular union. This permits control of 
the onset of the contractile cycle through the release of 
Ca2+ into the sarcoplasm. The model proposed herein 
includes the effect of the voluntary activation of mus-
cular contraction through the signal generated in the 
neuromuscular union while also quantifying the 
energy consumption that this process requires.

Landesberg et al. proposed a physiological model of 
the contraction of the sarcomere based on an analysis 
of the dynamics of the regulator protein troponin 
during the contractile cycle [11]. They called the relax-
ation stage the phase of ATP hydrolysis. Here, the sar-
comere is relaxed, the crossbridges are in a weak con-
formation (not force-generating), and Ca2+ is not bonded 
to troponin. They defined the parameter R (in ȝM) as 
the number of units of troponin available in this stage. 
The bonding of Ca2+ to troponin defines the activation 
stage, when the crossbridges prepare to generate force. 
The variable that measures the number of troponin 
units associated with Ca2+ is A(t) (in ȝM). The time vari-
ation of A is defined by the next differential equation:

��
�� � �������� � ���
 � � � � ����

�

��

(1)

where the left-side of the Equation (1) stands for the 
accumulation of A (number of troponin units per unit 
of time), and the right side stands that such accumula-
tion is directly proportional to Ca2+ concentration in 
sarcoplasm and the number of troponin units available 
in the relaxation stage. The rate of association of tropo-
nin units with Ca2+ is represented by kL (in ȝM-1s-1). 
Accumulation of A could decrease by the disposition of 
troponin units, the rate of Ca2+ dissociation (k-l in s-1), 

and the transition rate of the crossbridges between 
conformations (f in s-1). f is defined by f=f0-f1V(t), where 
f0 (in s-1) is the transition rate in isometric state, and f1 
(in ȝm-1) is the rate of dependence on the velocity of the 
shortening of the sarcomere (V(t) in ȝm/s). Accumulation 
of A are also promoted by the number of troponin units 
defining the strong crossbridges T(t) (in ȝM). This rela-
tion is proportional to the transition rate of the cross-
bridges from strong to weak conformation (g in s-1), 
defined as g=g0+g1V(t), where g0 (in s-1) is the rate of the 
weakening of the crossbridges during isometric con-
traction, and g1 (in ȝm-1) defines the velocity on the rate 
of the crossbridges in the weak conformation.

The traction of the thick filaments over the thin fila-
ments through the available crossbridges results in the 
movement of the latter, generating force in the sarco-
mere. This is the stage where the crossbridges change 
from their weak (not force-generating) to strong 
(force-generating) conformation. The accumulation of 
troponin units in this stage is defined by the next dif-
ferential equation:

��

�
��
�� � �� � �� ����
 � � ��������

�

�

(2)

Such accumulation is directly proportional the num-
ber of troponin units associated to Ca2+ at the transition 
rate of the crossbridges between conformations. The 
accumulation of T can be decreased by the number of 
troponin units in this stage at the rate defined by the 
addition of the transition rate of the crossbridges from 
strong to weak conformation and the rate of Ca2+ disso-
ciation. Nevertheless, accumulation of T is also promote 
by the number of troponin units that regulate cross-
bridges still in the stage of strong conformation, but in 
which the Ca2+ has not been disassociated, defined by 
U(t) (in ȝM). This last promotion is proportional to the 
Ca2+ concentration and the rate of association of tropo-
nin units with Ca2+. Regarding the accumulation of U, it 
is defined by the next differential equation:
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This equation represents the time variation of U, in 
which the accumulation is defined by a function 
directly proportional to the units of troponin in the 
strong crossbridges and the rate of Ca2+ dissociation. 
The accumulation of U can be decreased by the unit U 
available in this stage at a rate defined by the addition 
of the association rate of troponin units with Ca2+ and 
the transition rate of the crossbridges from strong to 
weak conformation.

Finally, the dynamical behavior of the troponin units 
in all stages of the contractile cycle is determined by 
the concentration of Ca2+ in the sarcoplasm, which 
accumulation is defined as:��

�

�	��

� � ���� � ��
	� ������  �� ��

���	����  ����
�

��� � �
 �� �  ��� � ���� �

(4)

where Iin e Iout (both in ȝMs-1) are the flow currents of 
Ca2+ through the sarcoplasm and the sarcoplasmic 
reticulum, activated by the depolarization of the sar-
colemma when an action potential reaches the neuro-
muscular union. Tro (in ȝM) represents the number of 
troponin molecules present in the entire contractile 
cycle: Tro=R(t)+A(t)+ T(t)+U(t). Equations (1)-(4) define 
the mathematical model of the contraction of a sarco-
mere [11]. In the next subsection, the equations to com-
pute the force generated by the sarcomere are pre-
sented. Force is related to the velocity of the shorten-
ing of the sarcomere, V(t), as well as the troponin units 
T and U defined in Equation (2) and (3).

Force-velocity relation
Setting out from the assumption that each cross-

bridge is a pseudoviscous Newtonian element, the 
force generated by the sarcomere is defined as 
(Assumption 5 in Landesberg et al. [15]):

�
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�

��

(5)

where Ls (in ȝM) is the length of the overlap between 
the thin and thick filaments, (T+U) is the total number 
of crossbridges in the strong conformation, and (F 
-ȘV(t)) is the force generated in each crossbridge.

 (in ȝNm) is the unitary force supplied by each 
crossbridge in the isometric condition, Ș (in Ns) is the 
coefficient of pseudoviscosity of the crossbridges, 
defined as

��

�
�
�� � ��
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(3)
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(6)

and Vu (in ȝm/s) is the maximum velocity of the 
shortening of the sarcomere [16].

The sarcomere at rest constitutes the stationary state 
of the system of differential Equations (1)-(4), so A*, 
T*, U* and Ca2+* are the values of the equilibrium point 
–or stationary state– that satisfy the system of alge-
braic equations which emerges upon setting the deriv-
atives of the system (1)-(4) to zero; that is:
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Calculating the force-velocity ratio requires Equation 
(5) and the substitution of T* and U* from the system 
defined by Equations (1)-(4). This produces the follow-
ing equation:

�
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�
(11)
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Landesberg et al. [17] accommodated the terms such 
that Equation (11) is expressed in the form of Hill’s 
force-velocity ratio equation [18], where Fh is the force in 
the stationary state:

and Fm is the force generated by the muscle during 
isometric contraction:

� $ ������! &
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�� " ���
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(13)

with Tro*=R+A*+T*+U*, kl=kLCa2+*, where ah and bh are 
Hill’s parameters, defined as follows:
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and
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Upon initiating a movement, the muscle passes from 
the relaxed to the contracted state, where the muscle 
fibers change their length by contracting, thus produc-
ing movement (isotonic contraction).

The velocity generated by the sarcomere in the iso-
tonic state is given by the expression [17]:�
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where Vh is the velocity in the stationary state, 
defined as:
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(17)

V0=V(0) (in ȝm/s) is the initial condition (in t=0) of the 
velocity of the shortening of the sarcomere. Upon inte-
grating Equation (16), we obtain the change in the 
length of the shortening of the sarcomere, given by the 
expression [17]:

)� " � * " �  �
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(18)

This equation makes it possible to obtain the length 
of a sarcomere (SL) at a certain time as: SL(t)= SL(0)+L(t), 
where SL(0) is the initial length of the sarcomere. In 
addition, the length of the overlap required to calcu-
late the force generated by the sarcomere, defined in 
Equation (5), is obtained from the length of the sarco-
mere, given by the following ratio [19]:

� " � �
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(19)

where Lĳ is the length of the filaments of actin and 
myosin in a simple overlap during contraction. 
Likewise, the force generated by the sarcomere due to 
isotonic contraction at a certain moment (also called 
transitory force) is given by the expression [17]:

�

)�* $ � " )� # �*��������
���� (20)

where F0=F(0) is the initial condition (at t=0) of the 
force generated by the sarcomere.

Energy consumed
As mentioned in the description mathematical model 

of contraction of a sarcomere defined by Equations (1)-
(4), the number of crossbridges that pass from the 
weak to the strong conformation is represented by the 
variable A(t); that is, the troponin molecule linked to 
Ca2+(t) each one of which corresponds to a crossbridge. 
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The crossbridges in the strong (force-generating) con-
formation are represented by the variable T(t). Each 
crossbridge in the strong conformation requires a unit 
of ATP hydrolysis and the release of phosphate, in 
order to pass from the weak to the strong conforma-
tion [20] [21]. Hence, the rate of energy consumption 

 is determined by three elements: (1) the variable 
A(t); (2) the transition rate of the crossbridges from the 
weak to the strong conformation (f); and (3) the 
length of the overlap (Ls). This process is modeled by 
the next differential Equation (15):

��
�� $ ��	�����)�*�

!�

(21)

where EATP is the free energy released from the hydro-
lysis of a simple ATP molecule, given by [15]

��

��	� $
!��

 )�� " ����*
�

)� # � * #��

��� " �����

(22)

where ȡ= 1/g1.

Model of Ca2+ release
Finally, we propose an adaptation of the contraction 

model defined by Landesberg et al. and represented by 
Equations (1)-(4) [11]. As it was mentioned before, the 
model proposed by Landesberg reproduces the dynam-
ics of contraction of a sarcomere of cardiac muscle; 
although both cardiac and skeletal produce contrac-
tion, their activation mechanisms are different. In the 
cardiac muscle, the contraction is carried out automat-
ically as long as there is Ca2+ in the sarcoplasm; this is, 
there exist a constant influx of Ca2+ currents, then the 
term (Iin-Iout) in Equation (4) is constant. The activation 
mechanism changes in skeletal muscle, where the con-
traction is activated when an action potential pulse 
arrives at the neuromuscular junction and this gener-
ates a variation of Ca2+ currents, that is, the term (Iin-Iout) 
in Equation (4) is a time-varying function depending 
on the action potential. For this reason, to reproduce 

the contraction in a sarcomere of skeletal muscle, the 
force that it generates and, finally, the energy that it 
consumes during contraction, it is necessary to have a 
mathematical model to emulate the dynamic response 
of Ca2+ currents (Iin-Iout) caused by the depolarization of 
the sarcolemma in response to the arrival of the action 
potential (AP) at the neuromuscular junction, and then 
producing voluntary contraction of skeletal muscle.

For this end, we propose an activation scheme based 
on a mathematical model to reproduce the input-out-
put response of the dynamics of calcium release in the 
sarcoplasm. Figure 5 shows this proposal in which the 
objective is to have a dynamic model based on a trans-
fer function, called model of Ca2+ release, whose out-
put is the calcium currents through the membrane, 
this term (Iin-Iout).

FIGURE 5. Activation scheme of the mathematical
model of contraction of a sarcomere of skeletal muscle. 

The scheme is based on a transfer function with input
data form a train of pulses (AP), the output data 

correspond to the total Ca2+ current (Iin-Iout) reported
by Beuckelmann et al. [22].

In turn, this term is the one that initiates the contrac-
tion cycle defined by the model defined in Equations 
(1)-(4) represented by the right block of Figure 5 
(mathematical model of contraction). The input of the 
model of Ca2+ release is a pulse generator emulating 
the AP, illustrated by the left block of Figure 5. Thus, 
the problem is to compute an input-output model of 
Ca2+ release based on available data of AP and (Iin-Iout).

The input data of the model of Ca2+ release is repre-
sented by a train of pulses that emulates the AP which 
reaches the neuromuscular junction. Regarding output 
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data, existing literature has no separate measurements 
of the currents of Ca2+ entering (Iin) or leaving (Iout) the 
sarcoplasm, but experimental studies have measured 
the total influx of Ca2+ current, that is (Iin-Iout). Thus, the 
output data used to compute the model of Ca2+ release 
are experimental measurements of the total Ca2+ cur-
rent (Iin-Iout) reported by Beuckelmann et al. [22].

RESULTS AND DISCUSSION
To devise the model that reproduces the dynamics of 

total Ca2+ current in the sarcoplasm, the diagram in 
Figure 5 posits a problem of system identification. To 
resolve it, we set out from the disposition of input and 
output data from the process analyzed. Thus, we pro-
pose that the input data take the form of a train of 
pulses of unitary amplitude with a work cycle of 0.5, to 
emulate the wave form of the AP that reaches the ter-
minal of the neuromuscular union. The output data 
(Iin-Iout) are taken from Beuckelmann et al. (see Figure 
5 in [22]). Based on a set of points in the referenced fig-
ure, we obtained a sufficient series of data (1000 sam-
ples) by adjusting a polynomic curve using MATLAB’s® 
polyfit library. Based on observations of the input and 
output data, we propose that the mathematical model 
take the form of a transference function. To define the 
order of the polynomials of the function, and their 
parameters, we employed MATLAB’s® ident systems 
identification tool, which resulted in a second-order 
transference function that defines the dynamics of the 
total Ca2+ current in the sarcoplasm after the arrival of 
the stimulus of the action potential at the neuromus-
cular union:

 )� " � � *

)�� # ����*
�� $ #��

��� " �����

�� " 	�	�� " ����� (23)

The percentage of fit between the proposed model and 
the experimental data was 84%. Using Equation (23) we 
can calculate (Iin-Iout) and substitute it in Equation (4) of 
the mathematical model of contraction to obtain the 
elements required to numerically simulate the dynam-

ics of contraction of the sarcomere defined by the sys-
tem of Equations (1)-(4). The numerical solution was 
elaborated using MATLAB® and Simulink®. Initial con-
ditions were: A(0)=0, T(0)=0, U(0)=0 and Ca2+(0)=0. The 
numerical method applied to solve the differential 
equations was the Runge-Kutta approach, available in 
MATLAB’s® ode45 library. The solution interval was 0-3 
seconds, and the integration step was 0.0001 s. The 
nominal parameters used to solve the system of the 
dynamics of muscular contraction, to calculate the 
force-velocity relation, and to obtain the energy con-
sumed during contraction, are summarized in Table 1.

TABLE 1. Values of the nominal parameters used 
in the numerical simulations.
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Figure 6 presents the results of the current of Ca2+ in 
the sarcoplasm in response to three nervous impulses 
that reached the neuromuscular junction. These 
results are considered reliable for simulating the input 
of Ca2+(t) to the model (1)-(4) since the basal Ca2+ con-
centration in the cells is approximately 0.1 ȝM [20]. 
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Figure 7 shows the solution of the dynamic model of 
muscular contraction of the system of Equations (1)-
(4) using the Ca2+ current (Iin-Iout) obtained from 
Equation (23).

FIGURE 6. Currents of Ca2+ in the sarcoplasm
(Iin-Iout) when three impulses of AP are generated
in the activation scheme of Figure 5 considering

the model of Ca2+ release in Equation (23).

FIGURE 7. Numerical solution of the mathematical
model of troponin units in the activation stage of

the crossbridges of the contraction cycle.
A(t) and T(t) are the troponin units during the strong 
conformation of crossbridges; U(t) are the troponin

units in the strong conformation of crossbridges
without associated Ca2+.

Figure 8 presents the force generated by the sarco-
mere during a 3-second period, determined by 
Equation (20).

FIGURE 8. Force generated by the sarcomere of skeletal 
muscle during activation of three action potentials.

Figure 8 shows that when Ca2+ levels are high (see 
Figure 6), the force is greater and remains constant 
during the 0.5-second period in which Ca2+ is 0.1 ȝM. 
Likewise, the variables A(t), T(t) and U(t) tend to return 
to their initial values in that period, as Figure 7 shows. 
Figure 9 indicates the shortening velocity obtained 
from the simulation of Equation (16).

FIGURE 9. Shortening velocity of the sarcomere 
of skeletal muscle calculated by Equation (7) 

and considering three action potentials 
for the activation of muscular contraction.
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Figure 10 displays the variation in the length of the 
sarcomere during each contraction. Shortening de- 
pends on the input of Ca2+, since the greater the con-
centration of Ca2+ the greater the shortening in the 
overlap region. During the period from 0.5-1 s, no shor- 
tening is produced, and the sarcomere remains in its 
resting position because during that period Ca2+ is at 
its basal value.

FIGURE 10. Shortening of the sarcomere 
of skeletal muscle during contraction.

Figure 11 shows the force-length ratio of the shorten-
ing of the sarcomere; that is, the muscle’s capacity to 
generate force regardless of the degree of shortening 
[24] [25]. The amount of tension generated by the muscle 
depends on how much it can contract or shorten 
during stimulation.

The orange line represents the result of the simula-
tion by Equations (17) and (18). Figure 11 compares 
the results to the simulation reported in Tortora et al. 
[7], who proposed only minimum and maximum values 
of the force generated by the sarcomere (image in 
green). A sarcomere in a relaxed state measures 2-2.2 
ȝm. Figure 11 shows that the maximum force occurs 
when the sarcomere returns to its normal position (at 
rest). The normal length range of the sarcomere during 
the contractile cycle runs from 1.6-2.6 ȝm. Figure 11 
also reveals that the force which decreases the length 
of the sarcomere is outside the normal range; that is, 
the length exceeds the value at rest (eccentric contrac-
tion), as occurs in extreme contractions.

Figure 12 presents the force-velocity ratio. Clearly, 
during the velocity of shortening (V(t)>0) –that is, con-
traction– the force tends to remain at its initial or min-
imum value, before increasing during relaxation.

FIGURE 11. Force-length ratio of the shortening 
of the sarcomere of skeletal muscle (orange line).

FIGURE 12. Force-velocity ratio of the sarcomere
of skeletal muscle. The orange line represents

the force generated during contraction, in terms of
the velocity of the shortening of the sarcomere.

This is because the force is generated in the stage of 
the change from the strong to weak conformation of 
the crossbridges when the union and separation of the 
molecules of myosin and actin is strong. This coin-
cides with the force-shortening ratio.
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Finally, the energy consumed by the sarcomere can 
be seen in Figure 13. The negative results are due to 
the sign of the velocity of shortening. Here, after 0.5 s, 
the rate of consumption is small and does not vary, 
since in this period the Ca2+ remains in its basal state, 
and there is no contraction.

FIGURE 13. Total energy consumed by a sarcomere 
of skeletal muscle upon receiving three action potentials 

at the neuromuscular union to activate the contraction 
cycle and, hence, the performance of mechanical work.

CONCLUSIONS
The study of the mechanical properties of the sarco-

mere of skeletal muscle based on the biological sys-
tems paradigm is interesting for characterizing and 
quantifying the dynamic behavior of muscle cells. 

Moreover, the ratio between the mechanical response 
and the energy consumed by the sarcomere can pro-
vide valuable information on the efficient use of 
energy in cells. The results obtained from the numeri-
cal simulations of force are considered acceptable 
since they coincide with the maximum and minimum 
ranges of force generated by a sarcomere, according to 
experimental values reported in the literature [26] [27]. 
The availability of experimental data on the maxi-
mum and minimum force that the sarcomere can per-
form is a disadvantage for the validation of the dynamic 
response of the proposed model.

Therefore, to overcome this disadvantage, experi-
mental studies at sarcomere level must be carried out 
to account with data to validate the dynamical behav-
ior of force generated by the sarcomere. The findings 
on the length of the sarcomere during the contractile 
cycle are also deemed acceptable. Experimental 
reports indicate that the length of a sarcomere at rest 
phase is 2-4 ȝm, but when this exceeds the normal 
state of relaxation, during an extreme contraction, 
length may decrease to just 1 ȝm [7].

Figures 6, 7 and 8 show that when the levels of Ca2+ 
input are high, the force generated is greater, but that 
when Ca2+ is at its basal value, the force remains at its 
minimum value. Once the model of energy consump-
tion at the level of sarcomere is fully resolved, future 
work will focus on modeling the coupling rules 
between sarcomeres that allows the mechanical 
response of a complete muscle fiber, and on proposing 
rules for the recruitment of fibers to model the 
mechanical response and energy consumption of a 
complete muscle. The challenge seems achievable, 
since currently studies have been reported addressing 
this problem of inter-scale modeling, for example, the 
one reported by Marcucci et al. [28], where they propose 
a scaling from muscle fiber to full muscle just consid-
ering the mechanical response, without considering 
energy consumption. 

The significance of solving the mathematical model-
ing of energy consumption by skeletal muscle would 
be to have quantitative methods, rather than indirect 
estimations, of a person's energy consumption. This 
could be of relevant importance in pathologies related 
to energy management in the human body, from over-
weight, obesity, metabolic syndrome and diabetes. In 
addition to the representation in mathematical models 
of energy consumption, it would allow the design of 
patient-oriented energy consumption optimization 
schemes that could be useful, for example, for 
high-performance athletes. 
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Development of Films, Based on Oxidized Ipomea Batatas Starch, 
with Protein Encapsulation

Desarrollo de Películas, Basadas en Almidón Oxidado de Ipomea Batatas, 
con Encapsulación de Proteínas 
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ABSTRACT 
Dialdehyde starches (DAS) have been used as biomaterials due to their biocompatibility and biodegradability; none-
theless, sweet potato (Ipomea batatas L.) starch has not been researched. Films based on sweet potato DAS, mixed 
with native starch (NS), poly-vinyl alcohol (PVA) and glycerin have been developed with protein encapsulation, 
using central composite design (CCD) and response surface methodology (RSM). Input variables were oxidation 
degree, NS concentration and polymeric mixture volume, while output variables were !lm's thickness, equilibrium 
swelling and BSA (Bovine serum albumin) release. DAS was obtained through hydrogen peroxide (H2O2) oxidation, 
and the oxidation degree is referred to as H2O2 concentration. Films presented rough surfaces, and formulations 
containing 10% H2O2 DAS presented micropores. Water uptake was greater with higher DAS content. Film thickness 
depended on the volume of the polymeric suspension and in"uenced swelling capacity. According to RSM, the op-
timal formulation was DAS with 5% H2O2 and 35% NS. These results demonstrate that oxidized sweet potato starch 
has potential for protein encapsulation and delivery. 

KEYWORDS: Sca!olds, Oxidation, Starch, Biomaterial, Biomedical Applications
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RESUMEN 
Almidones dialdehído (DAS) se han utilizado como biomateriales por su biocompatibilidad y biodegradabilidad; sin 
embargo, el almidón de camote (Ipomea batatas L.) no ha sido investigado. Se han desarrollado películas de DAS de 
camote, con almidón nativo (NS), alcohol polivinílico (PVA) y glicerina con encapsulación de proteínas, utilizando 
un diseño central compuesto (CCD) y metodología de super!cie de respuesta (RSM). Las variables de entrada fue-
ron: grado de oxidación, concentración de NS y volumen de la mezcla polimérica, mientras que las variables de sali-
da fueron: espesor de la película, hinchamiento y liberación de BSA (Albúmina de Suero Bovino) en equilibrio. DAS 
se obtuvo mediante oxidación con peróxido de hidrógeno (H2O2), y el grado de oxidación se de!ne como concen-
tración de H2O2. Las películas presentaron super!cies rugosas y las formulaciones con 10% H2O2 DAS presentaron 
microporos. La absorción de agua fue mayor con mayor contenido de DAS. El espesor de la película dependió del 
volumen de la mezcla polimérica e in"uyó en la capacidad de hinchamiento. Según RSM, la formulación óptima fue 
DAS con 5% H2O2 y 35% NS. Estos resultados demuestran que el almidón de camote oxidado tiene potencial para 
aplicaciones en la encapsulación y liberación de proteínas.

KEYWORDS: Andamios, Oxidación, Almidón, Biomaterial, Aplicaciones Biomédicas

Corresponding author
TO: Jose Francisco Alvarez-Barreto
INSTITUTION: Universidad San Francisco de Quito
ADDRESS: Diego de Robles y Vía Interoceánica S/N, 
Edif. Hayek, O!c. H320, P. O. BOX 170901, Quito, 
Pichincha, Ecuador
E-MAIL: jalvarezb@usfq.edu.ec

Received:
12 February 2021

Accepted:
26 April 2021



J. F. Alvarez-Barreto et al. Development of Films, Based on Oxidized Ipomea Batatas Starch, with Protein Encapsulation 121

INTRODUCTION
In recent years, macromolecular drugs have been the 

focus of many therapeutic technologies. Examples 
include insulin, antibodies, enzymes and other pro-
teins. Extensive research has been carried out also on 
drug delivery systems for these agents, and the trans-
dermal route has been considered as a possible way to 
mitigate limitations, such as first passage metabolism, 
posed by other delivery ways [1]. 

Protein delivery is also important in tissue engineer-
ing. Particularly, the encapsulation and release of 
growth and differentiation factors can enhance the 
regeneration process. Chronic skin wounds, genetic 
skin disorders, burns and diseases, such as diabetes 
mellitus, may result in important skin damage [2]. 
Epidermal and fibroblast growth factors are some of 
the proteins that potentiate skin regeneration [3] [4]. 
Moreover, traditional medicine has also been used to 
create optimal conditions for skin growth using natu-
ral extracts that have been combined with biopoly-
mers for their effective use [2] [5] [6] [7]. 

Biopolymeric materials traditionally used in these 
applications include polylactic-acid (PLA), polycapro-
lactone (PCL), polyacrylonitrile (PAN). However, nat-
urally derived polysaccharides, such as chitosan, algi-
nate, carboxymethyl cellulose, pectin and starch 
present different advantages like wide availability, 
certain degree of biomimicry, and many are inher-
ently biocompatible [8] [9]. These materials have been 
used to generate different delivery structures, most 
commonly hydrogels, films and patches, and have 
demonstrated great potential for the encapsulation of 
macromolecular agents [10] [11] [12]. These structures 
meet the requirements for wound dressings, and 
transdermal delivery systems, including absorbing 
exudates and keeping a moist environment that 
enhances the growth of new granulation tissue, so as 
to make the wound healing process efficient [2] [13]. 
Examples of biomaterial formulations in this area 

include gelatin-starch hydrogels [14], carboxymethyl 
cellulose-PEG hydrogels [15], nanofibrous scaffolds [6], 
polyvinyl alcohol (PVA)-carboxymethyl cellulose and 
tamarind gum based films [16].

One of the most abundant natural polymers is starch, 
and it has been extensively studied due to its compat-
ibility, availability, low cost, and biodegradability. 
Starch can decompose without producing toxic resi-
dues, and it is like the native cellular milieu. Thus, 
starches have been used in the pharmaceutical indus-
try, where they have applications in the manufactur-
ing of soft capsules without gelatin, as bone wax, 
porous scaffolds and as bio-absorbable materials, such 
as hydrogels to cure wounds [17] [18].

One of the most common problems with starch, how-
ever, is its instability in water, and there are two ways 
to address this issue. One is the use of cross-linking 
methods with plasticizers like vinyl monomers, glyc-
erol or polyvinyl alcohol (PVA) [19] [20]. The other mech-
anism is chemical modification, with oxidation being 
one of the most widely applied in the biomaterials 
field. Dialdehyde starch (DAS), resulting from oxida-
tion has improved mechanical properties, greater sta-
bility in water, and carbonyl groups that can interact 
with other macromolecules, and thereby, regulate 
their delivery [21] [22] [23]. DAS has been used as a compo-
nent in systems for encapsulation and delivery of insu-
lin, different proteins and non-steroidal anti-inflam-
matory drugs [24] [25]. Nonetheless, the combination of 
both approaches is also feasible, and hydrogels com-
posed of DAS and PVA have shown potential for the 
controlled delivery of ibuprofen. 

Most drug delivery studies involving DAS have used 
corn, cassava, or potato as original starch sources, but 
very little has been done with Ipomea batatas L, a pur-
ple tuber from the Convulaceae family. After potato, 
sweet potato is the second most cultivated tuber in the 
world, and it is a great source of starches [26]. Therefore, 
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the aim of this research was to elaborate a film com-
posed of oxidized Ipomea batatas L. starch, for protein 
encapsulation and delivery. Sweet potato DAS was 
obtained through hydrogen peroxide oxidation, and it 
was later mixed with PVA and glycerol. A surface 
response methodology was used to optimize certain 
film parameters, such as polymer concentration, 
thickness, and native starch to DAS ratio.

MATERIALS AND METHODS

Starch Extraction
Ipomea batatas L., or sweet potato, was used to 

extract the starch. Briefly, tubers without the skin 
were cut into 2-cm pieces, and homogenized in a 
blender, using distilled water at 250 grams per 100 mL. 
The homogenate was filtered, and the starch could 
precipitate. Starch was thoroughly washed, discarding 
the supernatant, and following the same precipitation 
procedure. After the third wash, rinsing with 70% v/v 
ethanol was carried out, and the purified starch was 
dried at 40 °C. 

Starch modi!cation
Starch modification was performed through hydro-

gen peroxide (H2O2) oxidation, based on the methodol-
ogy proposed by Zhang [23]. Three aqueous hydrogen 
peroxide solutions, at 3, 5 and 10% v/v, were prepared. 
At the same time, starch was washed with ethanol 
70% v/v and twice with distilled water.

A 2% w/v starch suspension was heated until gelatini-
zation at 80°C for 30 min, under mild agitation. Then, 
it was cooled to 25°C. The oxidation process was car-
ried out under moderate agitation, at a constant pH 
value of 7. For every 100 mL of the starch suspension, 
6.25 mL of the H2O2 solution, at a given concentration, 
were added dropwise, in a period of 1h. The resulting 
dialdehyde starch (DAS) was centrifuged at 400g for 5 
min, thoroughly washed with distilled water, and 
dried at 40°C. 

Starch characterization

Optical Microscopy
Starch granules were analyzed in a LEICA DM500 

microscope. Granule size was calculated using the LAS 
EZ microscope software. For every picture, 100 mea-
surements were collected, and an average was 
reported.

Carbonyl and carboxyl group content
Modified starch was characterized estimating the 

amount of carbonyl and carboxyl groups. For car-
bonyl groups, an adaptation of the protocol proposed 
by Smith in 1967 was carried out [27], using 1g of mod-
ified starch with 25mL of distilled water. The mixture 
was heated until gelatinization, cooled to 25 °C, and 
the pH was corrected to 3.2. After that, 3.75 mL of 
hydroxylamine hydrochloride solution (25g of 
hydroxylamine hydrochloride and 100 mL of NaOH 
0.5M in a 500mL) were incorporated, and the mixture 
was incubated at 40°C for 4h. Then, it was titrated 
potentiometrically with 0.1M HCl until pH of 3.2. The 
amount of carbonyl groups was calculated through 
Equation 1:


�
����� �

��� � ��� � � ����� � ���
� � (1)

Where Vb is the blank titration volume (NS), Vs the 
titration volume of the sample, M is HCl molarity, and 
W the dry sample weight.

In a similar procedure, carboxyl group content was 
determined using the protocol proposed by Parovouri, 
et. al., in 1995 [28], using 1g of oxidized starch in 60mL 
of distilled water, gelatinized and titrated to a value of 
pH 8.2 with NaOH 0.01M. Carboxyl groups were deter-
mined with Equation 2:
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� � (2)



J. F. Alvarez-Barreto et al. Development of Films, Based on Oxidized Ipomea Batatas Starch, with Protein Encapsulation 123

Where Vb is the blank titration volume (NS), Vs the 
sample titration volume, M HCl molarity and W the 
weight of the sample dry basis.

Fourier Transformed Infrared 
Spectroscopy (FT-IR) analysis

Samples of native starch (NS), oxidized starch at 5% 
H2O2 (DAS5), oxidized starch at 10% H2O2 (DAS10) and 
different film formulations (CCD) were analyzed with a 
Cary 630 FTIR Spectrometer from Agilent Technologies.

Square samples of 0.5 cm per side were analyzed with 
diamond ATR accessory, and spectra were acquired in 
the region of 4000-500 cm-1.

Design of Experiments (DOE) 
and Film Preparation 

A statistically designed set of experiments was car-
ried out using response surface methodology (RSM) to 
minimize the number of experiments and maximize 
the amount of data generated. Through this analysis, 
the effect of each parameter/input variable in the film 
formulation could be evaluated [29]. 

Using the software JMP, the model was prepared with 
34 experiments using a composite design method with 
a 5-center point model described in Table 1. The input 
variables were volume of the polymeric suspension, 
oxidation degree and amount of native starch; the out-
puts were film thickness, protein release at equilib-
rium and swelling at equilibrium.

Bovine serum albumin (BSA), Sigma-Aldrich, acted 
as model protein for encapsulation. Poly (vinylalco-
hol), PVA, (Mowiol® 18-88, MW~130,00, Sigma-Aldrich) 
was dissolved in distilled water. Each film was made 
according to Table 1 (DOE). Constant parameters were 
PVA concentration (2%wt/v), glycerin concentration 
(2%v/v) and BSA content (5 %wt of the total starch 
amount).

 First, the amounts of native and oxidized starch were 
weighed and gelatinized in distilled water and cooled 
to room temperature. The slurry was transferred to a 
50 mL conical tube, and the PVA, glycerin and BSA 
solutions were incorporated to the polymeric mixture. 
Vortex homogenization followed for 30 seconds, and 
the resulting mixture was placed in polystyrene petri 
dishes, stored in a freezer at -14°C for 24h, and subse-
quently dried at 40°C overnight according to prelimi-
nary experimentation (data not shown). Once dried, 
films were stored in the refrigerator at 4°C.

Film characterization

Film Thickness
Film thickness (ȝm) was determined using a microm-

eter (Mitutoyo, Tokyo, Japan). The film was dried at 
37°C overnight, and the thickness was determined as 
the average of measurements in 8 random locations.

Film swelling and protein release
Films were dried at 37°C overnight. They were then 

weighed, and 4 squares of 0.7x.0.7cm were cut from 
each film. These squares were placed in 24 well-plates, 

TABLE 1. Design of experiments to study the
effect of the oxidation degree, amount of native

starch and volume of polymeric suspension in the 
composition of each film considering the constant 
variables to be 2% wt/v PVA, 2% v/v glycerin and

5% wt/wt BSA of the total amount of starch. Design
based on the face centered composite design.��������
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filled with Phosphate Buffer Saline (PBS at pH 7.2). 
During the first hour of the experiment the film was 
weighted every 15 minutes, and a known volume of 
the supernatant was collected and replaced with fresh 
PBS. After that, samples were weighed at 5, 24, 48, and 
72h, and supernatant was collected. According to pre-
vious analyses, equilibrium was already reached at 
72h (data not shown). 

The swelling ratio was calculated by Equation 3 [17]:

�� � � ��
�

� ���	� (3)

 Where SW is the swelling percentage, Mt is sample 
weight at equilibrium, and M0 is the initial sample. 

Protein release was determined by the Bradford 
method, through the collected supernatant aliquots. A 
calibration curve was made with BSA solutions of 
known concentrations in PBS [30]. 

Scanning Electron Microscopy (SEM)
Samples were analyzed in a JEOL JSM-IT300 scan-

ning electron microscope, using the program 
MP-96040EXCS External Control Software. Starch 
samples were observed at 50 Pa and 5 kV, while films 
were analyzed at 30 Pa and 5 kV to avoid sample dam-
age by the electron beam.

RESULTS AND DISCUSSION

Starch extraction and modi!cation

Yield, size and morphology
The process of starch extraction from ipomea batatas 

L. presented a yield of 14.44%, with respect to the total 
mass of the tuber processed. Starch granule had an 
average size of (23.18 ±7.25) ȝm. Sweet potato starch 
presented a spherical bell form, as seen in previous 
studies where this unusual shape is described [31] [32].

Carbonyl and carboxyl group content
Chemical modification is generally practiced in food 

and non-food industry as it gives functional groups to 
the starch, changing its properties and thereby, its 
functionality [22]. Functional groups resulting from 
hydroxyl group oxidation are carbonyl and carboxyl; 
their quantification values in this work are shown in 
Table 2. Carbonyl and carboxyl group content depends 
on the pH value, temperature, and reaction time, 
among others; therefore, it is described as a complex 
reaction by Salmi, et al. [33]. In the present study, the 
oxidation with H2O2 at 5 and 10% v/v yields carbonyl 
and carboxyl groups comparable to the study made by 
Zhang, et al., where the highest carbonyl and aldehyde 
groups where reached in the oxidation with molar 
ratio of H2O2/starch < 0.7 which is equivalent to a 10% 
H2O2 percentage [23]. 

The amount of carboxyl groups is smaller than car-
bonyl groups (Table 2), which is appropriate since the 
purpose of the oxidation is to obtain carbonyl groups 
as they are responsible for providing greater stability 
in water, and they can form Schiff bases with the 
amine groups from proteins.

TABLE 2. Carbonyl and carboxyl group content 
in the dialdehyde sweet potato starch.
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Design of Experiments (DOE)

Experimental factors were analyzed according to the 
important responses for the development of films for 
potential protein encapsulation and delivery. In this 
work, films were developed using a methodology pre-
viously established in the laboratory. The response 
variables were protein release, swelling at equilibrium, 
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and thickness of the films. These responses are import-
ant as it is not expected that all the protein is released 
completely. It is possible that amine groups in the pro-
tein form Schiff’s bases with DAS carbonyl groups. 
Swelling is an important response as the wound needs 
humidity to heal and it would exudate fluids in the 
process; thus, the film needs to absorb a great amount 
of those exudates [34]. Additionally, swelling capacity is 
directly related to protein delivery [35].

FIGURE 1. Importance of each input variable depending 
on the output obtained in the experimentation process.

Great deviations in central points can be seen for pro-
tein release response, giving a great experimental 
error as data from the central point variates greatly 
from one another; nevertheless, for thickness and 
swelling, variations were low in central points, with 
small experimental errors. According to Figure 1, in 
the overall analysis, the volume of the polymeric sus-
pension had a greater effect, followed by the degree of 
oxidation, and lastly, the amount of native starch in 
the formulation. The parameters with greater effects 
on each response are also described; for swelling and 
protein release in equilibrium it was the oxidation 
degree; in the release, the effect of the degree of oxida-
tion and volume of polymeric suspension are close, so 
both are important in the response. Finally, and as 

expected, the thickness of the film depends on the 
volume of the polymeric suspension almost in its 
entirety.

FIGURE 2. DOE prediction profiles for output
variables: thickness, equilibrium swelling and

equilibrium release, dependent on oxidation degree, 
NS content and polymeric mixture volume.

In Figure 2, influences of each parameter in the 
responses are described. For equilibrium swelling, 
the degree of oxidation shows a maximum around 
7%. NS content also influences the release, and it 
presents a maximum when no NS is added to the for-
mulation. For protein release at equilibrium, as the 
degree of oxidation and volume of polymeric suspen-
sion are important parameters, this figure shows the 
model with each predicted response. Release 
decreased at greater degree of oxidation, which is 
consistent with the hypothesis that proteins could be 
immobilized through Schiff bases with the carbonyl 
groups of the oxidized starch. The prediction of the 
model shows, in red lines, the values of the input vari-
ables needed to maximize swelling and protein release 
at equilibrium, while minimizing the film thickness. 
The model has predicted that the amount of NS should 
be approximately 35%, oxidation degree approxi-
mately 4% and volume 12mL. The available DAS, how-



REVISTA MEXICANA DE INGENIERÍA BIOMÉDICA | Vol. 42 | No. 2 | MAY - AUGUST 2021126

ever, were oxidized at 5 and 10% H2O2, so it was 
decided to use 5% degree of oxidation for model test-
ing, since it was closest to the optimal value.

FIGURE 3. Variability of the responses according
to the variables. Actual (grey dots) and predicted

data for the model. a) Equilibrium Swelling,
b) Equilibrium release, c) Thickness.

Differences between the predicted model and exper-
imental data are showed in Figure 3. It can be seen 
that the experimental data fits the swelling predicted 
model as it has a P<0.0001, and the confidence level 
was established at 95% (P<0.05). For the thickness 
model, experimental data also fits with a P<0.0001; 
however, the model does not fit the experimental data 
for the protein release, with P=0.22.

According to the literature, the levels of oxidation 
reached in this work were low, as no catalyst was used. 
Thus, some hydroxyl groups were still present and 
those are responsible for water absorption; when 
starches have a high degree of oxidation, most of these 
groups are used so it decreases the swelling [22]. These 
results are comparable to those reported by 
Nourmohammadi, et al., where they developed bioac-
tive composite scaffolds with polycaprolactone, chi-
tosan and oxidized starch; as more DAS was included 
in the formulations, swelling rates increased because 
of greater starch hydroxyl group content [36]. 

To corroborate the generated prediction model, two 
more experiments were carried out: one with a formu-
lation close to the optimum predicted by the program, 
using DAS5 and 35% of NS in a 12mL volume of poly-
meric mix, and one with no NS with the same condi-
tions. In Table 3, the results of this set of experiments 
are shown.

TABLE 3. Results from de corroboration of the DOE.
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Thickness and swelling in equilibrium are parame-
ters that were adjusted to the model prediction, as 
they displayed a deviation from the model of less than 
17%, and the equilibrium release does not fit the 
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model as its deviation for the model is about 37% using 
DAS5 and 35% of NS, which is comparable with the 
other results where equilibrium release showed a big 
variability. These differences were expected, as equi-
librium release presented the largest dispersion of the 
data, and the model did not fit the experimental 
results (as seen in Figure 3).

Fourier Transform Infrared 
Spectroscopy (FT-IR) of the !lms

Figure 4 shows the spectra for a film containing PVA, 
glycerin and BSA, compared to a film containing NS, 
PVA, glycerin and BSA. Around 1539 cm-1, it can be 
observed that there is a difference in the wavenumber 
which corresponds to N-H bending and C-H stretching 
vibration of amine II present in the planar peptidic 
bond vibrational modes of BSA molecules [35] [37].

FIGURE 4. FT-IR spectra of film formulations:
a) with native starch, and b) without starch

(only PVA and glycerin).

The same pattern is observed in Figure 5 for DAS5 
and similar patterns in DAS10, as the peak intensity 
decreases when using more NS. At 1643 cm-1 a peak 
corresponding to C-N bonds that are assumed to corre-
spond to Schiff bases (C=O bending vibrations and C-N 
stretching) is seen [38]. This wavenumber shows a big-
ger peak when no NS is used, thereby corroborating 
that it corresponds to Schiff bases formed between the 
protein and DAS. In Figure 5, when NS is used at 50%, 
the interactions C-N decrease; this could be as less car-

bonyl groups are present Schiff base cannot form with 
amines from the BSA. Nevertheless, when using the 
optimal composition with NS 35% these interactions 
are similar as using no starch (PVAG). This could be 
due to the availability of carbonyl groups.

FIGURE 5. FT-IR spectra of films formulations with:
a) DAS5 + 2% wt/v PVA + 2%v/v Glycerin + BSA, 

b) DAS5 with 50% NS + 2% wt/v PVA + 2%v/v Glycerin + 
BSA (DAS5NS50), and c) the optimal composition with 
DAS5 with 35% NS + 2% wt/v PVA + 2%v/v Glycerin + 

BSA (DAS5NS35), compared with d) without starch 
(only PVA and glycerin. PVAG).

Peaks around 3260 cm-1 correspond to hydroxyl 
groups (-OH), those are from PVA, glycerin and the 
starches. Hydroxyl groups are responsible for the 
water absorption in the films [22]. Here, there could be 
a confirmation for the model as less quantity of NS is 
present more hydroxyl groups are present in the films, 
so they can uptake more water and the swelling rates 
increases.

Finally, peaks around 1000 cm-1 are characteristic for 
NS, glycerin and PVA, in the three figures below the 
same pattern is present, when NS is present the peaks 
are smaller, this could be that the NS is not interacting 
with PVA or glycerin. Some of the characteristic peaks 
from glycerin and PVA shift when in the presence of 
starch, probably indicating important interactions 
between the plasticizers and the polysaccharide.
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Film Morphology
Film surfaces were assessed through SEM for mor-

phological analyses. A sample for five different formu-
lations were analyzed. Surfaces of the films are uni-
form, with important rugosity, as seen in Figure 6.

FIGURE 6. Scanning Electron Microscopy for samples 
with different compositions at 100X. a) DAS10 + 2% 

wt/v PVA + 2%v/v Glycerin + BSA; b) DAS10 with 50% 
NS + 2% wt/v PVA + 2%v/v Glycerin + BSA; c) DAS5 + 

2% wt/v PVA + 2%v/v Glycerin + BSA; d) DAS5 with 50% 
NS + 2% wt/v PVA + 2%v/v Glycerin + BSA; e) 100% 

NS + 2% wt/v PVA + 2%v/v Glycerin + BSA.

 Samples with DAS10 present micropores which can 
be seen in Figure 6, a), and micropores are also present 
for samples with DAS10 and 50% NS in Figure 6, b). 
These can influence water absorption, and help oxy-
gen exchange, corroborating the results from swelling 
at equilibrium [39]. Formulations with DAS10, DAS10 
50% NS and DAS5 (a, b, c), respectively, present 
smoother surfaces, according to previous studies for 
films with gelatin and oxidized starch gelatin, film 
smoothness represent the crosslinking ability of oxi-

dized starch and a great integration between all the 
components of the films [40]. Formulations with DAS5 
50%NS and 100% NS in Figure 6, d), and Figure 6, e), 
respectively, present more rugosity than the films 
described previously. This could be due to insufficient 
homogenization between all components and caused 
by the high viscosity of gelatinized NS. For tissue engi-
neering, pores are important as they allow permeabil-
ity of oxygen and essential nutrients [35], also they 
allow more water uptake which is beneficial in early 
healing stages since cells will depend completely on 
nearby tissue fluids [41] [42]. Another important fact with 
this type of scaffolds is that the roughness is necessary 
for cell adhesion. Some studies revealed that for osteo-
blasts rough surfaces shows great cell adhesion and 
proliferation [43] [44]; for fibroblasts studies demonstrate 
that this type of cells prefer rough surfaces instead of 
smooth ones, as the studies showed more cells in 
rough surfaces than in smoother ones [35].

CONCLUSIONS 
The response surface methodology (RSM) for this 

work gives a model that fits for thickness and swelling 
parameters; however, protein release was poorly pre-
dicted. According to the DOE, the parameter with the 
greatest effect on the overall system was the volume 
followed by the degree of oxidation and percentage of 
NS. Swelling and protein release are responses that 
mostly depend on the degree of oxidation and are cor-
related; as swelling rates increases the release 
increases, this is also a good fact as these films need to 
absorb exudates from the wound and promote its heal-
ing. FT-IR spectra for the films show that some Schiff 
bases may be formed when less NS is used, and the 
peaks for hydroxyl groups may confirm the swelling 
rates for the films, when they have less NS they absorb 
more water which is beneficial for wound healing. 
Nevertheless, the films compositions performed 
showed properties that may be useful for protein 
encapsulation and release for different applications, 
such as transdermal delivery or skin regeneration 
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Studies on cytocompatibility, cytotoxicity, cell adhe-
sion, biocompatibility, biodegradability, and in vivo 
studies must be performed. 
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Pressure Pain Threshold Values Obtained Through Algometers

Valores de umbral de dolor por presión obtenidos mediante Algómetros 
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ABSTRACT 
Pain intensity can provide relevant medical information; nowadays, pain measuring is still subjective; therefore, 
there are e!orts to develop devices to measure the intensity of painful stimuli objectively. A review of the scienti"c 
literature on pressure pain obtained through algometers is carried out in this work. This literature review aims to 
present a database of pain pressure thresholds (PPT) related to di!erent body parts so that future research on PPT, 
using an algometer, could compare their results against this research. The results of these PPT values are presented 
and grouped according to the body regions where previous researchers recorded their results to where they applied 
the pressure- trapezius muscles, back muscles, upper extremities, leg muscles, foot area, and muscles of the head. 
These values can be considered a reference to evaluate new algometers' accuracy and reliability. Finally, the algo-
meters operational parameters range are de"ned according to all the studied algometers. 

KEYWORDS: Pressure, Pain threshold, Manual algometer, Electromechanical algometer
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RESUMEN 
La intensidad del dolor puede proporcionar información médica relevante, hasta ahora, la medición del dolor se lle-
va a cabo en forma subjetiva, por esta razón existen esfuerzos por desarrollar dispositivos para medir la intensidad 
de los estímulos dolorosos en forma objetiva. En este trabajo se realiza una revisión de la literatura cientí"ca sobre 
el dolor por presión obtenido mediante algómetros. El objetivo de esta revisión es presentar una base de datos de 
los umbrales de dolor por presión (PPT) de las diferentes partes del cuerpo, y de esta forma servir como punto de 
comparación para futuras investigaciones. Los resultados de estos valores de PPT son presentados y agrupados de 
acuerdo a las regiones del cuerpo donde los algómetros aplicaron la presión: músculos del trapecio, músculos de la 
espalda, extremidades superiores, músculos de las piernas, zona de los pies y músculos de la cabeza. Estos valores 
pueden considerarse una referencia para evaluar la precisión y la "abilidad de los nuevos algómetros. Finalmente, 
se presentan los rangos de operación de las diferentes variables relacionadas con los algómetros estudiados.
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INTRODUCTION
The International Association for the Study of Pain 
(IASP) [1] defines pain as "an unpleasant sensory and 
emotional experience associated with tissue damage 
or is described in terms of damage, whether the dam-
age is real or potential." Since pain has existed through-
out human evolution and is considered among the 
most significant public health problems of our society 
whether being considered a symptom or a disease [1]; 
especially for those people with chronic diseases, phy-
sicians have studied and compared different pain 
types through scientific research and experimentation 
in order to generate knowledge [2].

According to records, there are several pain classifica-
tions concerning intensity, frequency, or origin, even 
though there is scarce information regarding the 
threshold for a stimulus to become a pain sensation. 
According to its origin, the pain can be nociceptive or 
neuropathic; therefore, measuring its intensity can 
provide information about its origin. However, doctors 
usually use a subjective scale to assess the pain suf-
fered by a patient; based on this scale, the type and 
frequency of analgesics prescribed are determined. 
Pain intensity determines the patient's treatment 
pathway and goals; pain can become a cause of dis-
ability for the patient depending on the intensity; 
therefore, various researchers have directed their 
efforts to develop devices to measure pain called 
algometers. Measuring a pressure pain threshold (PPT) 
is commonly adopted to try to quantify this sensation. 

The PPT is currently defined as "the minimum neces-
sary intensity of a nociceptive signal, derived from a 
pressure stimulus, to be perceived as painful [3]." 

Several studies have been dedicated to finding the 
pain threshold in people, most of them using devices 
that generate a painful stimulus, like algometers [4]. An 
algometer is a device used for producing a controlled 
pain stimulus and can be either manual or electrome-

chanical. Studies have shown the feasibility of electro-
mechanical algometers [5] [6] [7] [8]; nevertheless, these 
devices are not yet available in a commercial way. 
Thus, most of the studies reported in records have 
adopted manual algometers. Unfortunately, manual 
algometers cannot maintain a constant stimulus appli-
cation speed (indentation speed) [7], and there may be 
data truncation because of the scales of manual algom-
eters [9]. On the other hand, by using an electrome-
chanical algometer, there is the possibility of normal-
izing the stimulus, defining the application rate of the 
stimulus and the penetration distance on the skin of 
the subject; this, in turn, increases the variables pro-
vided by the algometer, and in this way, more data can 
be obtained for pain analysis.

Despite articles dealing with PPT data, there is no 
work synthesizing assertive pain threshold values; 
thus, a literature review has been performed to under-
stand better the problem of measuring a pain sensa-
tion. This work reviews the recent literature regarding 
the PPT values provided by manual and electrome-
chanical algometers concerning different body regions. 

This record review aims to present a database of PPTs 
related to different body parts so that future research-
ers on PPT, using an algometer, can use this work as a 
reference. 

As a result of reading the scientific records, it was pos-
sible to define common characteristics that present elec-
tromechanical algometers have. The algometers opera-
tional parameters were defined considering all the 
studied algometers. These characteristics are summa-
rized in the last section of this work and serve as a guide-
line to develop new electromechanical algometers. 

Literature Review methodology
A record research was performed, extracting articles 

from PubMed and Google Scholar databases to find arti-
cles related to PPT and the devices mentioned earlier by 
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using the keywords "pain, pressure pain threshold, 
pressure algometry, algometer, dolorimeter, electrome-
chanical algometer, and computerized algometer." 

The search made by using each word separately resulted 
in 185 selected articles. From these 185 articles, scien-
tific papers published before 2013 were discarded, 
except for the article [5], which was included to gain 
more data about the electromechanical algometers. 

Inclusion and exclusion criteria was adopted to select 
the resulting 75 articles from the original 185. The 
inclusion criteria considered were the studies with 
precise results of PPT mean values, studies that used 
either a manual or an electromechanical pressure 
algometer, and studies that involved healthy subjects 
and subjects who suffered some pain or illness. This 
latter information has also been considered to analyze 
the differences in PPTs between healthy and ill peo-
ple. On the other hand, the exclusion criteria adopted 
were the use of other instruments different from pres-
sure algometers to generate a painful stimulus, studies 
that do not report the mean PPTs, and studies that do 
not specify the area of applied stimuli. A total of 20 
scientific papers met the inclusion and exclusion crite-
ria and thus were deeply studied and classified accord-
ing to the body part where the stimulus was applied- 
trapezius muscles, back muscles, upper limbs, leg 
muscles, foot area, and head muscles. Figure 1 shows 
the article selection process described above and the 
final cardinality of papers considered for the six body 
parts mentioned before. As a first outcome of analyz-
ing these 20 articles, the algometers list reported in 
Table 1 shows the existing models of algometers used 
in previous works.

Data extraction
The following data were collected and summarized in 

Tables 2-7. They show the subjects involved in the 
experiments (age, number, sex, physical conditions), 
algometer adopted (type, tip area, and speed rate), rest 

interval between trials, number of trials performed to 
obtain the mean value of PPT, the muscle on which the 
stimulus was applied, and in the last column the mean 
PPT values. 

It is worth mentioning that the PPTs results were 
recorded when the stimulus changes from being com-
fortable to being uncomfortable, or a painful sensation 
was mentioned. Therefore, the PPT results collected 
from previous works have been obtained in each study 
as follows: a different number of trials were performed 
on each subject (varying from 2 to 5 applications of the 
stimulus), the average value of PPTs per subject was 
calculated over these trials, and finally, the mean val-
ues over all subjects were evaluated and corresponded 
to the PPT reported in Tables 2-7, for the body part 
where the stimulus was applied. 

All the PPT values were properly converted and 
reported in the SI unit, kPa. For those studies where 
any kind of treatment was performed, only the base-
line values were taken into account. For example, in 

FIGURE 1. Flow diagram of the followed 
methodology in paper selection.
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[10], a baseline test was performed and then the sub-
jects received a massage treatment; later on, they 
underwent another PPT test so, only the values of the 
first test were included in the tables.

A normalization of measurement units was also nec-
essary for the stimulus application's speed rate (kPa/s) 
to compare all values shown in this study. As it can be 
seen the normalization was done for all collected data, 
except for the data extracted from [7] where the values 
used are in mm/s (see Table 6). It also shows that the 
range of speed rates varied from 10 to 126 kPa/s, and 
that in 5 studies the rate was not specified [8] [10] [11] [12] 

[13]. It can also be noted that the most used rate is 30 
kPa/s (43.75% of the studies), followed by rates of 
about 124 kPa/s (18.75%), and 50 kPa/s (9.37%).

The age of the subjects involved varied from 18 to 88. 
In most studies, subjects were asked to stop taking any 
pharmaceutical drug (or medicine that alleviated pain) 
at least 24 hours before the test. Only in [14] were the 
patients allowed to continue their usual medical treat-
ment during the experiment.

Since some studies conducted tests on different parts 
of the body, only the body parts that had reported val-
ues were included. Therefore, this work only presents 
the results of the trapezius muscles, back muscles, 
upper extremities and lower legs and head area. For 
example, in [15], a stimulus was applied in the middle 
trapezius muscle, low back, hand, and quadriceps. The 
mean values of PPT for each body region are reported 
in the corresponding table (Tables 2-5).

Most of the algometers considered in the articles 
were manual. As seen, the Somedic algometer was the 
most used (10 papers), followed by the Warner algom-
eter (6 papers), while only in one paper [12] were the 
tests carried out with the Baseline Dolorimeter. Finally, 
in 6 studies, tests were performed using an electrome-
chanical algometer.

All articles used an algometer with a flat circular tip 
that varied in size from 0.5 to 2 cm2 (area of stimula-
tion). In all the studies carried out with an electrome-
chanical algometer, the subjects had an "emergency 
stop button," Some studies performed with a manual 
algometer [2] [13] [15] [16] [17] [18] [19] [20]. The stop button provided 
the researcher the time to record the PPT. In other arti-
cles, the subjects gave a verbal report to the examiner to 
indicate the change from the sensation of pressure to 
pain [11] [12] [14] [21] [22] [23] in order to record the PPT value.

Finally, the range of intervals between trials varied 
from 10 s to 300 s, the most used is 30 s, followed by 20 s. 
The intervals between trials were not specified [7] [13] [21 [24].

RESULTS AND DISCUSSION
The analysis concerned the body part where the pres-

sure stimulus had been applied; a summary table is 
populated for each of them.

Characteristics of the electromechanical 
algometers used in the studies

It was possible to list the adopted algometers from the 
analysis of the 20 articles selected from the literature 
which were either manual or electromechanical. These 
algometers, together with the producer, the model, and 
the reference for further details are reported in Table 1.

The Algoforce PA3 adopted in [5] has a pressure sensor 
and an actuator for what concerns the electromechan-
ical ones. This algometer is controlled by electrome-
chanical feedback to increase the pressure when the 
stimulus is performed.

The electromechanical algometer presented in [6], 
called multimodal automated sensory testing (MAST) 
system, is controlled by signals over a Bluetooth link. 
The subjects indicated the pain sensation using a rat-
ing scale over a touch screen on a separate computer. 
This algometer is portable and composed of a DC servo 
motor, hand-held thumbnail pressure stimulators, the 
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Bluetooth control system, and a load cell-type force 
sensor that works by resistive measurement (for mea-
suring the pressure applied).

The so-called Automatic Tissue Tester (ATT) electro-
mechanical algometer was used to apply the pressure 
stimulus in [7], the subjects had to stand on a platform, 
and then the pressure stimulus was applied from the 
bottom up; therefore, the body parts that were affected 
were at the bottom of the foot. The electromechanical 
algometer comprises an indentation speed control, 
maximum force application of 1500 kPa, a maximum 
indentation of 35 mm, tension-compression load cell, 
and a 200 step/revolution stepper motor. In [9], an elec-
tromechanical algometer similar to the one described 
in [7] was built.

Finally, in [8] [24], a Biaxial Algometer was used, 
designed with a pressure application device, a visual 
analog scale, a user interface, a controller, and an 
in-line attached load cell force sensor. The algometer 
can move linearly and rotationally.

TABLE 1. Manual and electromechanical algometers
used in the scientific papers included in this study. ������	�
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Analysis of PPT of the trapezius 
muscle area

The analysis of pain pressure applied to the trapezius 
muscle area in healthy participants is presented in 
Table 2 [15] [19] [21]. One study did not specify the condi-
tion of the subjects [17]; in 5 works, participants with 
some disease or pain were studied. The disease and 
pain conditions that affect the subjects are fibromyal-
gia [15], low back pain [15], neck pain [20], tension-type 
headache [2] [10], and pain in the upper trapezius (UT) 
muscle [11]. 

The highest mean value of PPT (512 kPa) was obtained 
in a test performed on healthy participants with a 
commercial algometer (Wagner Force Ten) in the 
upper trapezius muscle [15]. However, the lowest value 
(110 kPa) [11] has been recorded using the same manual 
algometer and in the same body part (upper trapezius 
muscle) on participants with local pain. 

In two reports [2] [10], patients that suffered ten-
sion-type headache (TTH) were involved in the study. 
The PPT values obtained from these studies were reg-
istered using Wagner Instruments algometers [2] and 
Somedic AB [10]. Together with the previously cited one 
(110 kPa), these values were the lowest among those 
measured in the trapezius muscle area.

In [2], a more in-depth analysis had been performed to 
evaluate the PPTs on patients that suffer different 
types of TTH. According to the frequency of the head-
aches, the patients were separated into two groups: 
chronic tension-type headache (CTTH) and frequent 
episodic tension-type headache (FETTH). However, 
even if the tests were performed when the patients 
were without headaches or with a low-intensity pain 
(at least ≤ 3 points, rated on a numerical pain rate 
scale, 0 - 10) the PPT values registered (215 kPa for 
FETTH and 222 kPa for CTTH) were significantly low 
when compared with values obtained in other studies 
on healthy people (see Table 2).
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TABLE 2. Data extracted from articles assessing pressure
pain threshold values in the trapezius muscle area.������
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Instead, in [10], the pressure stimuli were applied 
while the patients presented a headache, obtaining 
even lower values (187 kPa on UT right and 186kPa on 
UT left) for the ones reported in [2]. From these studies, 

it comes out that the intensity of pain directly affects 
the pain threshold, the more intense the pain, the 
lower the threshold. There are no articles that report 
the use of an electromechanical algometer on the UT.
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Analysis of PPT of the back muscle area
In this section, all the studies that applied a pressure 

stimulus on the back muscle area are considered, and 
the extracted data are collected in Table 3. All these 
studies involved healthy participants. Two of them 
also performed tests on subjects who had fibromyalgia 
[15], back pain [15], and sacroiliac joint pain [13].

The lowest PPT value was obtained in patients with 
pain in the sacroiliac joint region (235 kPa), whereas 
healthy subjects reached the highest values (833 kPa) 

[13]. Both values were obtained with a manual algome-
ter (Wagner Force Dial TM FDK 40) that was applied to 
the sacroiliac joint region.

Out of the studies conducted on the back muscle area, 
an electromechanical algometer is used only in [9] 

(called computerized deformation-controlled indenta-
tion system). Therefore, tests were carried out on the 
lower back of healthy participants, both with a com-
mercial Wagner FDN 100 algometer (695 kPa) and the 
electromechanical one (484 kPa). Since both devices 

TABLE 3. Pressure pain threshold values in the back muscle area.��������
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TABLE 4. Data extracted from articles assessing 
pressure pain threshold values in upper limbs.

applied the painful stimulus on the same area of the 
body and used the same sample of subjects, the values 
obtained should have been very similar. However, the 
difference between them was 211 kPa. The authors of 
such research explained the possibility of a mechanical 
problem related to the indentation speed of the system. 

A value of 716 kPa obtained during the investigation 
in [15] on another patient using a manual Wagner algom-
eter, further confirmed that the mechanical system 

was probably wrong. This value is 232 kPa above the 
PPT value reported by the electromechanical algome-
ter in [9] but shows a difference of only 21 kPa for the 
manual algometer result for the same research [9].

Analysis of PPT of the upper limbs
In this section, PPT values obtained in upper limbs 

are collected and reported in Table 4. Among all the 
studies considered, only five involved healthy subjects 
[5] [6] [15] [16] [18].
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TABLE 5. Pressure pain threshold values in the leg muscles.
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TABLE 6. Pressure pain threshold values in the foot area.

In [6], only female subjects are considered, while both 
males and females were included in the others. It 
should be noted that in [15], the pressure stimulus was 
applied between the thumb and the index finger on 
the dorsal part of the hand, while in the other articles, 
the pressure was applied on the biceps brachii muscle 

[16], thumb [5] [6], the second metacarpal [2], and the mid-
dle finger [18]. In [5], tests were performed on the thumb, 
using a manual algometer (Algometer Type II, Somedic 
Production AB) and an electromechanical one, obtain-
ing very similar PPT values, 357 kPa, and 371 kPa, 
respectively. 
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The PPT values of the second metacarpal, obtained 
from [2], were among the lowest ones (268 kPa and 241 
kPa); it is worth mentioning that the patients pre-
sented TTH. On the other hand, the highest value (897 
kPa) was obtained on the middle finger in [18], using a 
manual algometer (Wagner Force One FDIX 50). It is 
observed that the PPT value of the middle finger is 
higher than PPTs extracted from the hand [2] [15] and 
even higher than those presented on the brachii mus-
cle [16], giving the impression that a more significant 
muscle gives higher values. These values can be related 
to the fact that the nerves responsible for perceiving 
the fingers' painful stimulus are more distant from the 
brain than those present in the arm.

The study reported in [6] made use of an electrome-
chanical algometer. The pressure on the thumb of 
healthy subjects and the thumb of subjects with fibro-
myalgia produced PPTs of 260 kPa and 98 kPa, respec-
tively, with a difference of 162 kPa. Thus, the PPT 
value of the patients with fibromyalgia had the lowest 
value of the whole table.

Analysis of PPT of the foot area
In the articles presented in Table 6, related to the foot 

area's pain pressure, both males and females were 
included, except for [7], where the participants were 

only five males. This article is also the only one found 
in the studied records that applied a pressure stimulus 
on the foot area with an electromechanical algometer.

In [22], an analysis of different studies was carried out, 
collecting the following average ranges of PPTs: from 
400 to 900 kPa for the hindfoot area (medial malleo-
lus), 200 to 500 kPa for the midfoot area (instep), and 
400 to 700 kPa for the forefoot area (second or third 
MTP joint).

These ranges are valid only for PPT measurements in 
healthy people and with a stimulation tip of 1 cm2. The 
same study's authors performed tests for three years 
on healthy people and people with painless diabetic 
neuropathy. The Somedic algometer used had an inter-
changeable flat round tip of 0.5, 1, and 2 cm2. The PPT 
values reported with the stimulation area of 1 cm2 
taken in healthy people are within the previously 
established ranges.

The study described in [7] recorded the highest PPT 
values with respect not only to the foot area but con-
cerning all the papers here considered (see Tables 2-7). 
In addition, they recorded three different values on 
healthy people- 1014 kPa, 1039 kPa, and 1074 kPa, on 
the heel pad with the ATT algometer aforementioned. 
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TABLE 7. Pressure pain threshold values in the head muscle area.
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Analysis of PPT of the head muscles
Table 7 reports the results obtained from 2 articles [2] 

[10] that considered the head muscle area. These two 
studies were already analyzed in section 3.2, related to 
the trapezius muscle area, where the involved sub-
jects' conditions were deeply detailed.

For the part of the study performed on the head mus-
cles, in [10], the number of males and females that par-
ticipated was not specified for both of these studies; 
pressure stimulations were performed in two places- 
suboccipital muscles and temporalis muscle, obtain-
ing PPT values in a range from 151 to 212 kPa.

Design characteristic for
a functional electromechanical

pressure algometer (EPA)
Thanks to the analysis carried out in this work, it is 

possible to guideline an electromechanical algome-
ter's characteristics. It was concluded that an ideal 
algometer should be able to measure the PPT in differ-
ent parts of the body.

An ideal algometer must be designed to be applied to 
the trapezius muscles, back muscles, upper and lower 
extremities, and the head area because those areas are 
the most studied. Table 8 presents an overview of the 
design features included in the available literature.

A functional algometer should be able to monitor the 
actual pressure of contact between the algometer and 
the patient’s skin; as well as, the speed rate with which 
the stimulus is applied, and the penetration distance 
of the tip into the skin of the subject in order to obtain 
a more significant amount of standardized data [24]. It 
would then make it possible to avoid the error pro-
duced by the operator of a manual algometer. 

Furthermore, error reduction in conjunction with the 
signals extracted from other devices (such as electro-
encephalograms, electrocardiograms, skin conductiv-
ity sensors, pulse oximeters) could be significantly 
helpful in future works related to measure physical 
pain [23] [25] [26].

Based on the results obtained and the findings of the 
review performed in this paper, the following charac-
teristics are proposed for the design of an electrome-
chanical pressure algometer:

Physical features
Physical features were proposed based on the com-

mon characteristics present in the literature; in partic-
ular, the actuator for exerting the movement was a 
motor because its control is relatively easy to imple-
ment; however, an encoder is needed for calculating 
the motor's velocity and position. 
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TABLE 8. Design characteristics of available algometers
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1. A motor that moves the piston, controlled by an 
encoder.

2. Able to measure the sinking depth of the piston 
tip into the skin.

3. Simultaneous control by feedback to remove 
vibrations and oscillations.

4. Specialized pressure sensor.
5. Able to measure the direct pressure exerted on 

the skin by the piston.
6. Considering possible drift either by mechanical 

or thermal conditions.

Security features
1. Emergency stop button for users in case of intense 

pain.
2. Automatic stop after a predefined pressure 

threshold.

Operating parameters
The following operating parameters are proposed to 

fulfill all the operating parameters present in the 
algometers available in the literature. The higher limit 
for pressure range was proposed based on [7]; while, 
the stimulation area was selected to make compari-
sons with the available algometers easier.

1. Pressure range of the piston from 10 kPa to 1500 
kPa.

2. Speed rate of the pressure stimulus from 20 kPa/s 
to 50 kPa/s.

3. Controlled waiting time between trials from 20 s 
to 300 s.

4. Stimulation area 1 cm2 compared with commer-
cial manual algometers, corresponding to the 
range given the best pain analysis results [22] [27].

CONCLUSIONS
In this work, an exhaustive review of PPT related arti-

cles was carried out. The review included studies 
related to PPT, obtained with manual and electrome-
chanical algometers in different parts of the body 

which were the trapezius muscles, back muscles, 
upper limbs, leg muscles, foot area, and head muscles 
tested on healthy, sick or with some pain patients.

The PPT values collected from several studies are 
referred to several parts of the body, and thus they 
may not be directly compared. However, with these 
values, we propose a database of PPTs that could serve 
as a benchmark for future research with pressure 
algometers on healthy subjects and subjects with 
some disease or pain. Furthermore, we also provide a 
list of the different types of existing algometers and 
the basis to design an electromechanical pressure 
algometer (EPA).

From the analysis of all the data collected, the PPT 
values obtained from people who suffer any form of 
pain are lower than those obtained in the same body 
region for healthy people. Therefore, it seems that 
fibromyalgia has the highest effects in lowering the 
pain thresholds. The lowest value found among all the 
considered studies is 98 kPa which was obtained from 
the dominant thumb [6] on fibromyalgia patients. 
Further confirmation comes from [15] where healthy 
subjects, subjects with low back pain, and patients 
with fibromyalgia were considered for the same test. 
During this investigation, it was noticed that subjects 
with fibromyalgia had the lowest PPT values among 
the three groups that were registered.

It can also be observed that a headache strongly affects 
the perception of pain. Several of the lowest values of 
PPTs were obtained while the subjects had a headache. 
So, the results showed 186 kPa, and 187 kPa values on 
the UT region [10], while it showed values of 215 kPa and 
222 kPa on the C5/C6 zygapophyseal joint [2].

Another result from studies performed on patients 
with headaches [2] [10] is that pain intensity directly 
affects the pain threshold- the more intense the pain, 
the lower the threshold. 
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TABLE 9. The highest and lowest PPT values reported in kPa, 
from all the 20 articles considered.

Furthermore, the analysis performed on the studies 
presented in Tables 2-7 permitted verification of the 
electromechanical algometers' validity and reliability. 
Only in one work [9] the mean values of PPTs, which 
were obtained with an electromechanical device, pre-
sented discrepancies related to the PPT values com-
pared with the manual ones. This discrepancy is prob-
ably related to the indentation speed [9].

It is essential to emphasize that the values obtained 
from healthy people [6] are notably lower than those 
obtained from the same body part of those in [5]. This 
difference may have been caused by the fact that in [6], 
only female subjects were under experimentation. These 
lower values agree with the results and conclusions 
reported in several other works [13] [17] [19] [21] [27], where PPT 
values evaluated on females were significantly lower 
than the corresponding PPTs on male subjects.

Table 9 summarizes the lowest and the highest PPT 
values among all these articles concerning the six dif-
ferent body parts. The lowest value (98 kPa) obtained 
in [6] was registered on patients with fibromyalgia, 
applying a pressure stimulus with the dominant 
thumb's MAST algometer. Whereas the heel pad region 
is the least sensitive area of the human body since all 
the studies presented in Tables 2-7 showed high PPT 
values. It was concluded that the heel pad is the body 
site where the highest pain thresholds are held, rang-
ing from 1014 kPa to 1074 kPa. These PPT values were 
obtained using the ATT algometer on healthy subjects 
[7]. As it can be noticed, these extreme values have 
been measured with electromechanical algometers. 

The measurements of several PPT values were col-
lected and critically compared for different body areas. 
These values verified that healthy subjects have higher 
PPTs than those who present some disease or pain. 
Moreover, we have found evidence that the intensity 
of pain directly affects the pain threshold; demon-
strating that as the pain level increases, the subject's 
pain threshold decreases regardless the type of pain.

From these values, a database of PPTs from different 
parts of the body is generated. This database could 
serve as a benchmark for future research with pres-
sure algometers. In addition, in conjunction with other 
physiological and biometric signals, it could be signifi-
cantly helpful in future work related to the measure-
ment of pain. 

Finally, a guideline for the characteristics that an 
ideal electromechanical algometer should have is pro-
vided. A portable design that measures the PPTs in 
different body parts and that it is also smaller, lighter, 
and cheaper than the existing ones is desirable. 

The validity and reliability of potential new algome-
ters- either manual or electromechanical, can be evalu-
ated considering the PPT values collected in this paper.
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ABSTRACT 
The scopes of medical treatments involving organ transplants and implants for chronic problems and trauma have 
changed signi!cantly. However, these procedures are subject to multiple problems. Recently, tissue engineering has 
been used to address them. The present study is framed in the !eld of tissue engineering, particularly cartilage tis-
sue, and proposes the evaluation of geometric and impression parameters for the manufacture of sca"olds as a ba-
sis for the growth of cells through 3D impression techniques. These sca"olds are highly porous three-dimensional 
supports that house donated or himself patient cells, providing a surface where the cells can adhere and proliferate. 
In the methodology, geometric and pore size variables are de!ned for sca"olding modeling by using CAD techni-
ques and standardization of the printing process with standard 3D printers and accessible materials. The results 
showed that material #ow, printing temperature, printing speed and ventilation are the most in#uential parameters 
in the manufacture of sca"olds. Additionally, it was found micrometric variations between the modeled design and 
the printing result. These sca"olds will subsequently be subjected to in vitro cell culture evaluating the adherence, 
division, and proliferation of the cells.

KEYWORDS: Sca!old, Cartilaginous Tissue, 3D Printing 
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RESUMEN 
Los alcances de los tratamientos médicos que involucran trasplantes e implantes de órganos para problemas cróni-
cos y traumatismos han cambiado signi!cativamente. No obstante, dichos procedimientos están sujetos a múltiples 
problemáticas. Recientemente, se ha recurrido a la ingeniería de tejidos, para abordarlos. El presente estudio se 
enmarca en el campo de la ingeniería de tejidos, particularmente de tejido cartilaginoso, y plantea la evaluación de 
parámetros geométricos y de impresión para la fabricación de andamios (sca"olds) como base para el crecimiento 
de células a través de técnicas de impresión 3D. Dichos andamios son soportes tridimensionales altamente porosos 
que albergan células, pudiendo ser estas del propio paciente o donadas, proporcionando una super!cie donde estas 
se adhieran y proliferen. En la metodología se de!nen variables geométricas y de tamaño de poro para modelación 
de los andamios mediante CAD y estandarización del proceso de impresión con impresoras 3D estándar y mate-
riales accesibles. Los resultados mostraron que el #ujo de material, la temperatura de impresión, la velocidad de 
impresión y la ventilación son los parámetros más in#uyentes en la fabricación de andamios. Adicionalmente, se 
encontraron variaciones micrométricas entre el diseño modelado y el resultado de la impresión. Estos andamios, 
posteriormente, serán sometidos a cultivo celular in vitro evaluándose la adherencia, división y proliferación de las 
células.
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INTRODUCTION
Sometimes, different diseases or physical or chemical 

aggressions can lead to a loss or alteration of the cells of 
a tissue or organ. The normal restitution of this tissue is 
the main purpose of regenerative medicine [1]. Tissue 
engineering is a new area of regenerative medicine 
whose objective is the construction of in vitro tissues 
for a therapeutic use, that allows to restoring, replacing, 
or increasing the functional activities of the organic 
tissues themselves [2]. Basically, tissue engineering con-
sists of growing cells in an enriched three-dimensional 
matrix, where these cells can grow and later be trans-
planted into a recipient organ [3]. Three components can 
be distinguished: cells, biomaterials (the extracellular 
matrix or supporting scaffolds) and growth factors. 
This paper will focus specifically on contributing infor-
mation and methodologies in the construction of scaf-
folds for cartilaginous tissue. Among its possible appli-
cations is the aesthetic treatment of microtia, a congen-
ital malformation of the external ear that ranges from 
mild structural anomalies to the complete absence of 
the ear, with a prevalence rate that varies significantly 
between countries ranging from 0.8 to 17.4 per 10,000 
births, with a higher prevalence reported in Ecuadorians, 
Chileans and Finns, with prevalence of 17.4; 8.8 and 4.3 
respectively for every 10,000 births [4]. Current cosme-
tic treatment options for children include reconstruc-
tion with prosthesis, combination of prosthesis and 
own tissue, and autologous rib cartilage transplant. 

Scaffolds, which can be manufactured by 3D printing, 
are highly porous three-dimensional substrates that 
house cells, providing a surface to which they can 
adhere, thrive and multiply [5]; consequently, they gen-
erate an extracellular matrix (ECM) of structural and 
functional proteins and saccharides that form living 
tissue [6]. This type of structure has been used in differ-
ent organs such as bone tissues or soft tissues [7]. 
During the last decades, much research has been car-
ried out regarding structural capacity [8], biocompati-
bility, cell growth speed [9], shape and manufacturing 

process [10], among others. These investigations have 
generated extensive and interesting information that 
has made it possible to make considerable improve-
ments in this discipline. More recently, diverse medical 
sub-specialties have started considering novel 3D bio-
printing approaches, based on the concept of combin-
ing living cells and biomaterials, controlling cell prolif-
eration, attachment, and migration within 3D printed 
scaffolds [11]. Currently, it is possible to design and 
manufacture cartilage in the shape of an ear, in vitro, 
which is subsequently implanted under the patient's 
skin. However, we must consider that these are new 
procedures and there is still a need to improve the 
methodologies and materials used. For this reason, it is 
important to define and evaluate manufacturing 
parameters to guarantee the manufacture quality of 
scaffolds. Different parameters such as material, geom-
etry and pore size are evaluated, indicating how the 
manufacturing process can alter the expected result.

Two biocompatible and biodegradable materials, 
polycaprolactone (PCL) and polylactic acid (PLA), were 
used to manufacture the scaffolds. While there are 
other biocompatible materials, these two materials 
were used primarily because they are economic, 
although both present different difficulties in their 
manufacture. These materials will generate printing 
parameters that can be extrapolated to other biocom-
patible materials with similar characteristics.

MATERIALS AND METHODS
The steps needed to allow the characterization of the 

necessary parameters for 3D scaffolding printing will 
be developed in the following section.

Experiment design
Based on the information collected from studies of 

the geometry importance for cell growth, the size of 
the manufactured pores ranged between 200 µm and 
600 µm [12] [13]. As for the shape, square, triangular and 
ellipsoidal geometries were defined. The repetitive-
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ness of the experiment was set to 6 times for each 
combination. This is because the printers are manu-
ally calibrated, which interferes with the equality 
between one scaffold and another. Coupled with this 
inaccuracy, it was considered the diameter variation in 
the of the PLA material, it is +/- 0.05 mm which also 
influences the accuracy of pore size.

Design and computational 
modeling of sca!olding

For the design of the PLA and PCL scaffolds, it is 
essential to define the following geometric parame-
ters: l (scaffold length), p (pore size), h (scaffold height) 
and e (filament thickness). These parameters can be 
seen in Figure 1.

FIGURE 1. Top, three-dimensional view and dimensions 
(parameters) of the square scaffold. Source: self-made.

Once these parameters were defined, it was neces-
sary to define the type of pore geometry. In this work, 
the geometries shown in Tables 1 and 2 were evalu-

TABLE 1. PLA scaffolding dimensions.������	�
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ated. Table 1 considers the geometries manufactured 
with PLA and Table 2 considers the geometries manu-
factured with PLC.

TABLE 2. PCL scaffolding dimensions.
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The pore size is represented by p and b parameter. For 
square and triangular geometries three scaffolds were 
defined, for ellipsoidal geometry just two scaffolds 
were defined. Figure 2 shows the structure of triangu-
lar and ellipsoidal scaffolding.

FIGURE 2. Structure of triangular and ellipsoidal 
scaffolding. Source: self-made.

3D Print
This section shows the commercial properties of the 

materials to be printed, the machine considered for 3D 
printing in both PLA and PCL, in addition to the print-
ing protocol.

Materials
Table 3 shows the characteristics of the materials 

used for the manufacture of scaffolding. The PLA fila-
ment, despite not having a biocompatibility certifi-
cate, was chosen because it is based on natural resins, 
without additives or colorants. It should be noted that 
the PLC has no additives or composts to be either per-
sistent, bioaccumulative and toxic and its molecular 
weight in mass Mw is 80,000.
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TABLE 3. Characteristics of the materials.
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TABLE 4. Commercial characteristics 
of the printers used.
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TABLE 5. Software used.
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Machinery
Two types of printers were used, namely P1 and P2, 

for printing on PLA and PCL, respectively. Table 4 
shows equipment information. 

Software used
The following table illustrates the software used for 

each application (see Table 5).

Print care
The environmental conditions for printing were taken 

into account. For this, variables such as air currents, 
humidity, temperature, and hygiene were considered.

Sca!old Porosity Calculation
To obtain the porosity of the PLA scaffolds, the length 

of the filament used in the printing of each geometry 
was measured and its volume is obtained by multiply-
ing the length of the filament by its area. The area is a 
constant value since the filament has a diameter of 
1.75 mm. Similarly, for the PCL, the advance of the 
syringe embolus and its diameter is 12 mm. It is then 
divided by the volume that the scaffold would occupy 
if it were solid (see Equation 1).

� � 	� � ��
��
�� (1)

Where:

P: Scaffold porosity

Vi: Volume printed

Vs: Solid volume occupied by scaffolding

RESULTS AND DISCUSION
During the scaffolding generation, the environmen-

tal conditions for printing process was analyzed. 
During the printing, it is necessary to consider the 
following aspects:

• Control of air currents
The printers were encapsulated in transparent 
acry-lic boxes to prevent the entry of air currents 
that may impair the printing process and, at the 
same time, allow checking the status of each 
print without opening the box. They also decrease 
the possibility of entry of pathogens into the 
printing area.
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• Decreased air humidity
A moisture absorbing filter were placed inside the 
box, as humidity greatly affects the properties of 
the materials which can, in turn, have an impact 
on the print quality.

• Calibration
The printers were manually calibrated to ensure 
proper adhesion of the material to the base and 
ensure that each print is level.

• Print surface
Glass was chosen as the printing surface to facili-
tate cleaning and hygiene.

• Hygiene
For the printing process, special care was taken in 
the hygiene of all the implements and the sur-
rounding area of the printing. For this, 70% (w/v) 
alcohol were used to disinfect the workspace and 
tools. This concentration is the classic and agreed 
recommendation of the reliable methods for de- 
contaminating surfaces [20]. Additionally, it was 
contemplated the use of masks and clinical 
gloves.

• Room temperature
This variable had a high impact on the scaffold's 
print quality. For the PLA case, the extruder tem-
perature must be lowered to counteract the ambi-
ent temperature. If the ambient temperature 
exceeds 20 °C, the extruder temperature should 
be lowered beyond the limits recommended by 
the manufacturer. On the other hand, the PCL 
printing were more susceptible to variations on 
ambient temperature; when the temperature was 
below 10 °C, the printing was released by retrac-
tion because the material cools too quickly, and, 
if the temperature exceeded 20 °C, the material 
was kept in a viscous state for a long time, decreas-
ing the pore size. 

With consideration of those parameters, the follow-
ing results are highlighted.

Manufacturing remarks for PLA
It is evidenced that it is not possible to manufacture 

designs with pores of 200 µm, because, to ensure adhe-
sion to the glass base, the first layer of the print is wi- 
der, producing an effect that is commonly called "ele-
phant foot". This causes the pore walls to join, which 
causes the pore to be "enclosed" at the bottom and not 
exposed on both sides of the scaffold (Figure 3).

It is possible to reduce this phenomenon by relying on 
Cura software [17]; however, this greatly hinders the 
adhesion of the material, which does not make its 
manufacture possible.

In the case of ellipsoidal scaffolding, it is evidenced 
that the way to print with precision, is to form each 
line with two thinner lines by using the option Special 
Modes-Surface: mode surface option [18] (Figure 4(A)) 
The normal option (used in the other geometries) 
doesn’t a satisfactory result (Figure 4(B)).

FIGURE 4. Ellipsoidal scaffolding. The images was 
taken from optical microscope with x50 magnification. 
Printed in surface option surface mode (two lines) (A). 
Printed in normal option surface mode (single line) (B). 

Source: self-made.

FIGURE 3. Side view of square geometry scaffolding with 
"elephant foot" effect (not to scale). Source: self-made.
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This phenomenon could be because on normal option, 
the extruder sometimes don’t print consecutively 
(printing the sections in Random form (Figure 5), 
which does not happen with the surface option.

TABLE 6. Printing parameters for PLA scaffolds [17].��������
�

���������������������	�������
���������

��������� ������

��0�)� �!� +��$$�� ��	�

�%!+!�#�#�0�)� �!� +��$$�� ��	�

�!%��.!�+ ���$$�� ��	��

�)!%+�'#�+��+�$'�)�+,)���2��� ���

�&)!1&%+�#��/'�%*!&%�&��+ ��
!%!+!�#�#�0�)�� �	�

��*��$��#!�%$�%+�� �*�)�*'��!�!���

�%��#��)�+)��+!&%� 3�

�0'��&��')!%+�'#�+���� �*!&%�� �"!)+�

��!%��.!�+ �� ��.!�+ �&��+ ��%&11#��!%�+ ��*&�+.�)��'�)�$�+�)*�!*�
$&�!�!���+&���	��$$�+&��&)���+ ��')!%+�)�+&��/+),���#�**�$�+�)!�#�+ �%�!+�
* &,#���)�$�$��)!%��+ �+�+ ����+,�#��!�$�+�)�!*���
�$$��+ �)��&)��+ ��#!%��
.!�+ �,*���!*��#*&�!%���	��$$��
��&)!1&%+�#��/'�%*!&%�&��+ ��!%!+!�#�#�0�)�+ !*�'�)�$�+�)�!*�,*����+����0�
����,#+��+ !*�')&�,��*�+ �������+�')�-!&,*#0�)���))���+&��*��#�' �%+��&&+�+&�
���!#!+�+��+ ���� �)�%���+&�+ ����*����*!%��+ ��-�#,���	����)��*�*�'�)+�&��
+ !*������+����-�#,��#�**�+ �%��	�$�"�*�!+�!$'&**!�#���&)�+ ��$�+�)!�#�+&�
�� �)��+&�+ ���#�**�'#�+���
���*��$��#!�%$�%+�+ !*�'�)�$�+�)�,*�*�+ ��)�%�&$�&'+!&%��0�����,#+�
. !� ���,*�*�+ ��*+�)+�*��$*�+&������%�)�+���!%��%0�*��+&)��� !*����)��*�*�
+ ��')!%+�(,�#!+0������,*���+�+ �����!%%!%��&����� �#�0�)�+ ���/+),��)�
��'&*!+*�)�*!�,�*�&��+ ��')�-!&,*�#�0�)��� ��&'+!&%�*'��!�!����0�+ ��,*�)�
�!�+�+�*�+ ���#!�%$�%+�&��+ ��*��$*��+�+ ��*�$��'&!%+��&)���� �#�0�)��. !� �
��-&)*�+ ��*����&#��*�')!%+�(,�#!+0��
��0'��&��')!%+�'#�+���� �*!&%�� ��*"!)+�&'+!&%��)�.*���#!%���)&,%��+ ��
*����&#���+ ��)�*!�,�*�&����� �')!%+�*+�)+�+&������'&*!+���+ �)���%��%&+�
�����+�+ ��*����&#�!%���

�

The disadvantage of using two lines to form one is a 
thicker line results, so, the porosity of the scaffold 
decreases. To compensate part of this effect, the line is 
designed 0.01 mm smaller for this geometry.

Print parameters for PLA
Tables 6 and 7 show the parameters obtained for opti-

mal printing of PLA scaffolds.

FIGURE 5. Extruder path in surface mode normal option.

Dimensions and porosity for PLA

Geometry
On average, all the geometries except the ellipse were 

approximately 50 µm smaller than the computationally 
modeled design. For the pore size of the ellipse to agree 
with that of the other geometries, an overlap had to be 
designed as shown Figure 6. A value of 100 µm was estab-
lished to compensate for part of the material shrinkage.

TABLE 7. Differentiated printing parameters 
for PLA geometries [19].
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TABLE 8. Porosities of PLA scaffolds.
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FIGURE 6. Dimensions in microns of ellipsoidal 
scaffolding concordant with pore. Source: self-made.

Porosity
Table 8 shows the porosity percentage achieved for 

each PLA scaffold.
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FIGURE 7. Detail of the geometries printed 
in PLA. Image from an optical microscope 

with 50x magnification. Square scaffold (A). 
Triangular scaffold (B). Ellipsoidal scaffold (C). 

Scale bars = 500 µm. Source: self-made.

FIGURE 8. PCL scaffolding cut filaments (A), 
agglomerated filaments (B). The images 

were taken from optical microscope with x50 
magnification. Source: self-made.

Finally, figure 7 shows a magnified detail of the PLA 
studied geometries.

Manufacturing observations for PCL
For the printing of the PCL scaffolds, it was necessary 

to install a hot plate on the base of the printer, to avoid 
the adhesion problems to the base for the rapid cooling 
suffered by the material. This phenomenon causes a 
contract and forms small drops that harden and mod-
ify the height printing. When this occurs, the needle 
passes through the sector again, it hits the drops, and 
the scaffolding comes off. Together with the previous 
point, other conditions to ensure surface adhesion, is 
the use of rough tape on the hot bed.

The pore width should be maintained between 300 
and 600 µm since at the lower limit the filaments are 
joined and at the upper limit they are cut (Figure 8).

TABLE 9. Printing parameters for PCL scaffolds [18].��������
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 Print parameters for PCL
Table 9 shows the parameters obtained for optimal 

printing of PCL scaffolds.

Dimensions and porosity for PCL

Geometry
Due to the characteristics and temperatures at which 

the PCL was printed, it was deposited in a liquid state, 
and as a result, the material spreads occupying a larger 
surface compared to the computationally modeled 
design. This results in the pores that were designed to 
400 µm being an average of 250 µm.

Porosity
Based on the above and considering the largest diameter 

of the extruder, the porosity was reduced to 34% for the 
square geometry. Figure 9 (A) shows a magnification of the 
final pore size. In Figure 10 it can see a 20 mm PLC scaffold.

FIGURE 9. PLC Scaffold. Detail of the geometries
printed in PLC. Image from an optical microscope
with 50x magnification. Scale bars = 500 µm (A).

20 mm PLC scaffold (B). Source: self-made.
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CONCLUSIONS 
The three-dimensional elaboration of scaffolding for 

the regeneration of cartilaginous tissue represents a 
challenge for the existing manufacturing market devi-
ces. From this study, it is concluded:

For the equipment used in this work, the pore size of 
PLA must be greater than 200 µm to prevent the effect 
called "elephant foot" enclosing the lower pores, 
while for manufacturing in PCL, the size of the com-
putationally model pore should be greater than 300 
µm to prevent the filament joining together and less 
than 600 µm, as the largest size, because the fila-
ments will be cut.

It is necessary to consider the geometric design, 
the contraction of the geometries at least 50 µm for 
the PLA.

Particularly, for the ellipsoidal scaffolds of PLA, an 
overlap had to be designed to compensate the material 
retraction.

In PCL material, this difference is intensified, there-
fore, it should be considered that the computationally 
designed pore, decreases by approximately 150 µm in 
the final printed scaffold.

The extruder temperature is one of the most import-
ant variables. In PLA material, printing can be affected 
when the ambient temperature rises to 20 °C, the 
extruder temperature must be reduced below the 
manufacturer temperature indicates.

This is extremely important when printing is a very 
low speed. In PLC case, this is even more sensitive to 
temperatures, because it is a material that undergoes 
large retractions if it cools quickly, so it is necessary to 
implement a heat bed to the printing surface. On the 
other hand, the high temperature remains in a liquid 
state affecting the pore size.

As recommendations and future research work it is 
suggested:

• The cell growth in manufactured geometries 
could be evaluated, to observe the incidence of 
the geometry and/or material in cell development.

• The manufacturing options in the PLC case could 
be expanded, by using needles with smaller 
diameters, to obtain more porous scaffolds. 
Additionally, the possibility to combine PLC with 
another biocompatible material to improve its 
mechanical properties could be studied.

• Cell growth evaluations could be carried out in 
the defective manufactured scaffolds. When the 
computationally modeled design was not 
obtained, the result geometry is an interspecific 
and random figure. This poorly arranged patterns 
environment may be beneficial for cell growth.
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Detección Autonómica de Cubrebocas con Aprendizaje Profundo: una Aplicación del IoT 
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ABSTRACT 
A new and deadly virus known as SARS-CoV-2, which is responsible for the coronavirus disease (COVID-19), is 
spreading rapidly around the world causing more than 4 million deaths. Hence, there is an urgent need to !nd new 
and innovative ways to reduce the likelihood of infection. One of the most common ways of catching the virus is by 
being in contact with droplets delivered by a sick person. The risk can be reduced by wearing a face mask as sugges-
ted by the World Health Organization (WHO), especially in closed environments such as classrooms, hospitals, and 
supermarkets. However, people hesitate to use a face mask leading to an increase in the risk of spreading the disea-
se, moreover when the face mask is used, sometimes it is worn in the wrong way. In this work, an autonomic face 
mask detection system with deep learning and powered by the image tracking technique used for the augmented 
reality development is proposed as a mechanism to request the correct use of face masks to grant access to people to 
critical areas. To achieve this, a machine learning model based on Convolutional Neural Networks was built on top 
of an IoT framework to enforce the correct use of the face mask in required areas as it is requested by law in some 
regions.
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RESUMEN 
Un virus nuevo y letal conocido como SARS-CoV-2, responsable de la enfermedad del coronavirus (COVID-19), se 
está propagando rápidamente por el mundo y ha provocado más de 4 millones de muertes. Por tal razón, existe una 
necesidad urgente de encontrar formas nuevas e innovadoras de reducir la probabilidad de infección. Una de las 
formas usuales de contraer el virus es al estar en contacto con las gotas de saliva de una persona enferma. Este riesgo 
se puede reducir usando una mascarilla tipo cubrebocas como sugiere la Organización Mundial de la Salud (OMS), 
especialmente en entornos cerrados como aulas, hospitales y supermercados. Sin embargo, las personas dudan en 
usar una mascarilla, lo que aumenta el riesgo de propagar la enfermedad, además, cuando se usa la mascarilla, a 
veces se usa de manera incorrecta. En este trabajo de investigación se propone un sistema autonómico de detec-
ción de mascarilla con aprendizaje profundo empoderado con la técnica de detección de imágenes que se utiliza 
en desarrollos de realidad aumentada como mecanismo para solicitar el correcto uso de mascarilla para permitir el 
acceso de personas a zonas críticas. Para lograr esto, se construyó un modelo de aprendizaje máquina basado en 
redes neuronales convolucionales con un enfoque de IoT para hacer cumplir el uso correcto de la máscara facial en 
las áreas requeridas, tal como lo exige la ley en algunas regiones.
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INTRODUCTION
Infectious diseases such as Influenza and Coronavirus 

Disease 19 (COVID-19) cause millions of deaths around 
the world [1] [2]. The pathogens of such diseases are 
mainly spread by droplets or aerosols as a result of 
cough, sneeze, etc [3]. Nowadays, due to the pandemic 
situation caused by the Severe Acute Respiratory 
Syndrome Coronavirus 2 (SARS-CoV-2) virus, there is 
an urgent need to limit airborne transmission of 
COVID-19. The target is to develop and implement 
effective methods or mechanisms to reduce the num-
ber of particles such as viruses from the air. 
Dissemination of infectious pathogens in crowded 
areas can be significant and, in many scenarios, the 
requirement is to implement mechanisms to protect 
people from being exposed to pathogens [4]. One of the 
most popular mechanisms is the use of a face mask 
which in some regions is required by law [5]. The World 
Health Organization (WHO) issued a guide to the use 
of face masks as a mechanism to reduce the risk of 
exposure to the COVID-19 [6]. In the document, the 
WHO states: “Place the mask carefully, ensuring it cov-
ers the mouth and nose, and tie it securely to mini-
mize any gaps between the face and the mask”. The 
guide aims to help people understand the benefits of 
using a face mask and the risks associated with not 
wearing or misusing. Despite the requirements and 
regulations, people hesitate to wear a mask, or they 
wear it in the wrong way.

The proliferation of SARS CoV-2 has affected all the 
countries over the world, and technology has an import-
ant role to play in this matter. Today's technology has 
enabled some areas such as schools to continue in oper-
ation, but there are some other areas or jobs that still 
require face-to-face contact, for instance, hospitals. To 
reactivate the economy, a certain level of on-site or 
face-to-face activity is needed [7], but always observing 
healthcare regulations such as wearing a face mask. 
The IoT together with AI techniques could work to pro-
vide interesting solutions for the COVID-19 pandemic.

Internet of Things (IoT) techniques has been crucial 
against this pandemic, especially for detecting and 
tracking infected people. In [8] authors proposed a sys-
tem using IoT for collecting vital signs from different 
users. With this system, important data can be col-
lected and analyzed for a better understanding of the 
symptoms and from the virus. On the other hand, 
artificial intelligence (AI) has been very important to 
fight this pandemic. Examples of applications are the 
algorithms to detect if a person is infected or not with 
COVID-19. An image classification algorithm is pro-
posed in [9] using deep learning to detect infections in 
X-ray images. With these algorithms, the images could 
be processed and improved to help the doctors to have 
better results in their diagnosis. 

To keep track of the people wearing face masks, a sur-
veillance camera could be used for detecting in real-
time when someone is using a mask or not, this is pos-
sible thanks to the development of AI. In [10] the authors 
proposed a method for detecting anomalies in surveil-
lance videos using deep learning techniques. One of 
the advantages of using AI is that a single person does 
not need to be aware of the place in every moment.

     This paper shows the implementation of a face 
mask detection system, using augmented reality as 
tracking mechanism to trigger a screen projection on a 
mobile device which is used to request access to criti-
cal areas where the correct use of face mask is a 
requirement. To achieve this, a machine learning 
model based on Convolutional Neural Networks is 
built on top of an IoT framework to enforce the correct 
use of the face mask in required areas.  

Cyber-Physical Systems
Cyber-Physical Systems (CPS) refers to a combination 

or integration between the physical part and the com-
putations of a system, mainly focused on their interac-
tion [11]. Although this integration is not new, as embed-
ded systems have been around for a while [12], the term 
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CPS is kind of new, in 2006 Helen Gill presented this 
term and associated this relation with another concept 
called cybernetics [11].

CPS is growing very fast, and its growth is closely 
related to the growth of other technologies such as the 
internet of things and cloud computing. The applica-
tions of this kind of system are very wide, some import-
ant ones are health care, smart cities, industrial pro-
cesses, and machine connectivity just to mention a few.

Deep learning
Deep Learning is one of the main subjects of machine 

learning. Deep learning algorithms are composed of 
multiple layers to represent learning at different lev-
els; this representation is inspired by biological neural 
networks [13]. Deep learning uses this Artificial Neural 
Networks (ANN) to feed a machine with information 
and generate knowledge without human interaction. 
Over the last few years, Deep Learning has been a 
trend in AI and Machine Learning systems. It's widely 
used in several applications such as speech recogni-
tion, object detection, natural language processing 
(NLP), image classification, and many more [14]. 

An important asset for Deep Learning is data; a lot of 
data is needed to give the machine enough informa-
tion to make good decisions. These algorithms use the 
new information to change the internal parameters in 
the ANN for better future performance [14].

Convolutional Neural Network
Convolutional Neural Networks (CNN) has been 

widely used in recent years for real-time application 
such as face detection [15]. This class of networks can 
automatically extract some features from the input 
data and assign relevant data, such as weight. This is 
called the Convolutional layer. Once the features are 
extracted, then the next layer processes the data in 
different layers to apply filters and reduce the number 
of parameters, this is the Pooling layers [16]. 

A basic example of CNN is shown in Figure 1.

FIGURE 1. Basic CNN structure in an image 
classification problem.

Image Classi!cation
Image recognition and classification are difficult 

tasks for machines [17], deep learning methods are used 
to process the images to get better data and perform 
the classification, this process could be: noise reduc-
tion, slight improvement, color correction, etc. Multiple 
images are needed to feed the algorithms to get better 
results. There are techniques to improve the training 
data on an algorithm; these techniques are responsible 
for improving the quality and quantity of the data so 
that the algorithms work better in different types of 
environments; this is called data augmentation [18].

Internet of Things
The Internet of Things (IoT) also well known as the 

Internet of Objects or the Internet of Everything, refers 
to the interconnected network of all kinds of objects, 
which are often equipped with data processing tech-
nology [19]. Experts estimate that by the end of the year 
2025 there will be approximately 75 billion devices 
connected to the internet [20].

MATERIALS AND METHODS
In this project, it is fundamental to integrate several 

technologies in which the communication will persist 
and be consistent from the diffuse to the receptor, this 
is, from the physical machine to the digital informa-
tion visualization system. A messaging protocol for 
sensors and mobile devices, MQTT (Message Queue 
Telemetry Transport) is a well-known lightweight 
messaging protocol for IoT systems [21], widely used to 
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communicate and manage message transport from 
publishers to clients. This protocol must relate to other 
technologies to get all its potential. This section 
describes each one of these components that are part 
of all the systems to be a bridge on each layer from the 
overall framework.

An algorithm to explain each of the steps followed in 
this project is presented in Figure 2. Each step will be 
described in the following subsections. 

FIGURE 2. Algorithm that presents the system 
implementation.

Methodology
Figure 3 shows the IoT framework for this project. 

This framework is based on the architecture proposed 
and explained by the authors in [22]. In the center, it is 
displayed the MQTT Mosquitto Broker, which is in 
charge of communicating all devices and states. The 
clients are subscribed to the assigned topic which 
serves as the main communication channel. This topic 
contains all the user states such as the Username, ID, 
connection attempts, and if it is wearing the mask to 
grant or deny access. The message uses the JavaScript 
Object Notation (JSON) format, which is a lightweight 
data-interchange method, easy for humans to read and 
write and suitable for machines to process.

FIGURE 3. IoT Framework.

The three MQTT clients used for this IoT framework 
are one Raspberry Pi device, one computer, and the 
mobile device with the access request application. 
Raspberry Pi client controls the camera and the servo-
motor. Turn on the camera when access is requested 
and send the Open signal to the servo motor as an actu-
ator if the access is granted. The computer client gets all 
the MQTT server stats to store them in the database and 
to update it on the dashboard. The mobile device client 
sends the access request within the user parameters.

The camera detects in real-time when someone 
requires access to the area of interest. This means that 
if a person puts on the mask or gets it off in a very short 
time, it will be detected. The Raspberry Pi receives the 
data from the camera and constantly communicates 
those values to the service layer through the internet.

The camera device and the servo motor correspond 
to the Physical layer. The Raspberry Pi device commu-
nicates the Physical layer status as a gateway, so it 
corresponds to the Communication layer. All data is 
transferred through the internet and stored in a data-
base, reaching the Service layer. For this case, services 
are implemented on a local server configured with 
Apache Server.
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The last layer is the Visualization one. Once the data 
is stored and processed it must be visualized. The 
parameters of the access control system are displayed 
on the dashboard and in the mobile device application 
to inform the user of its status when the access is 
requested. This layer also displays the ID and picture 
of the person requiring access.

Face Mask Detection Algorithm
To detect in real-time whether the person in front of 

the camera is wearing a mask or not, a detector model 
was made. To train the model, the images were taken 
from the Kaggle Face Mask Detection Dataset [23]. This 
Dataset consists of 3725 images of people wearing a 
mask and 3728 images of people not wearing one. An 
example of an image used for each class can be seen in 
Figure 4. Masks with different colors, shapes, and tex-
tures were considered, to ensure that as many possible 
types of face masks were taken into consideration. For 
the current model, images of people wearing the mask 
incorrectly were not used.

FIGURE 4. Examples of the images used 
for the training of each class [23].

The model uses CNN and deep learning to extract and 
process the data to give a classification output. The 
CNN is designed using Keras and Tensorflow libraries 
from Python, and the MobileNetV2 architecture. The 
architecture shows an acceptable performance with 
low computational power [14], this makes this model 
suitable for embedded. Once the model was trained, it 
was deployed to the raspberry pi and camera to start 
the real-time detection, as shown in Figure 5. 

FIGURE 5. Real-time face mask detection. 
On the left, the interface is displayed when 

someone is not wearing a mask; on the right, 
when someone is wearing one.

System Modelling
Cyber-physical systems, like the one presented in this 

paper, can be modeled using state machines to represent 
their behavior. For the design of the dynamics of the ac- 
cess control system, MATLAB’s Simulink was used. Figu- 
re 6 shows the layout where its operation is described.

FIGURE 6. Access Control System modeled in Simulink.

The state machine represented by the Simulink 
Stateflow manages the behavior of the system accor-
ding to the inputs it receives. These inputs are the access 
attempt that the person sends with their username from 
a mobile application, the result of the mask detection 
model on the image captured in real-time by the came- 
ra, and the successful or failed connection of the MQTT 
server. The state machine can be seen in Figure 7.

The first state is searching for an access attempt that 
will be made from the mobile app. Once an access 
attempt is detected, the system jumps to the next state 
which is in charge of checking the connection with the 
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FIGURE 7. State machine for access control.

MQTT server, if the connection is successful, it goes to 
the other state, otherwise, it returns to the first state, and 
the user must retry the access until there is a successful 
connection; in this state, user information is sent to a da- 
tabase. The third state checks whether the person who 
wants to enter has a mask; in case of using one, the access 
is granted, and the door lock state is sent to be opened, in 
case of not having the mask, entry will be denied.

The database subsystem is receiving the user's infor-
mation, store and transmit it to a dashboard designed 
in HTML where all the access attempts can be visual-
ized. The door lock subsystem is responsible for con-
trolling the servo motor or any other lock mechanism 
that may be selected.

Mobile Application
The Android-based mobile application runs the Image 

Tracking Detection developed with the Graphical 
Motor Unity 3D and the Vuforia SDK Engine. 

Unity is a very popular video game engine to create the 
most sophisticated video games and a wide range of in- 
teractive apps for several kinds of users and industries. 

Vuforia Engine is a straightforward integration soft-
ware development kit (SDK), that uses the newer 
techniques in Computer Vision for tracking or recog-

nizing images and objects for Augmented Reality 
applications [24]. It consists of controlling a camera 
sensor that captures the frames and passes them to 
the computer vision algorithms that analyze the data-
sets that detect and track real-world objects and com-
pare them with the Vuforia web-based developer 
registered targets [25].

The Vuforia Engine SDK and Unity Engine’s advan-
tages to track and display content on the handheld 
device are applied to this work.

FIGURE 8. Control Access Application: a) User is
connecting. b) Access denied. c) Access granted.

In this project, the Vuforia Engine SDK and the Unity 
Engine were used to develop a tracking app to trigger 
a mobile User Interface where the user insert its cre-
dentials to access (Figure 8).

The app is installed on a hand-held device which dis-
plays in a full-screen mode the user interface in which 
the control access connection will be done. The mobile 
application uses the M2Mqtt library, an MQTT client 
available for all .Net platforms for IoT and M2M com-
munication. The Android-based mobile application 
runs the Image Tracking Detection developed with 
Unity and Vuforia SDK Engines. 
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RESULTS AND DISCUSSION

Detection Model Performance
The metrics used to evaluate the performance of the 

detection model are Precision, Recall, F1-score, and 
Accuracy. The explanation of these metrics is described 
below.
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In the equations (1) to (4), True Positives (TruePos) 
are the images that were classified correctly as posi-
tives, in this case, people wearing masks.

Similarly, True Negatives (TrueNeg) are the images 
correctly classified as negatives, people not wearing 
masks. False Positives (FalsePos) are those cases when 
the image is classified as positive, but it is labeled as 
negative. False Negatives (FalseNeg), on the other 
hand, are those cases when the image is classified as a 
negative but is labeled as a positive.

The obtained metrics for the face mask detector 
model after the training are presented in Figure 9.

FIGURE 9. Classification Report.

FIGURE 10. Training Loss and Accuracy of the model.

The model presents an average accuracy of 96% when 
classifying if a person is wearing a mask or not.

The behavior of the model after 20 epochs of training 
can be seen in Figure 10. As it can be seen, the training 
loss decreases as the model is being trained, while the 
accuracy of the model increases. The total training 
time was close to 40 minutes.

The Confusion Matrix presented in Figure 11 can 
lead to a better understanding of the model’s results 
and shows where it gets confused.

FIGURE 11. Confusion Matrix.

This model successfully identified 685 images of 
people wearing masks (91.95 % of True Positives) and 
762 images of people not wearing masks (99.48% of 
True Negatives). Nevertheless, the model incorrectly 
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FIGURE 12. ROC Curve.

classified 60 images of people not wearing masks, 
when in fact they were (8.05% False Negatives). And 
finally, it also incorrectly classified 4 images of people 
wearing a mask when they weren’t wearing them 
(0.52% False Positives), which is good for our pro-
posal, as it will have a minimal error if a person wants 
to enter without a mask.  

The ROC Curve displayed in Figure 12, shows the per-
formance of the model when it is trying to differenti-
ate one class from the other with the default threshold 
of 0.5. An ideal model will have an Area Under the 
Curve (AUC) of 1. This model presents an AUC of 0.96, 
which represents a good performance to distinguish 
between the 2 classes.

Limitations and Future work
One limitation of the current model presented in this 

paper is that it was only trained with people wearing 
or not wearing a mask. Cases, where the person may 
be using the mask incorrectly, were not taken into con-
sideration, although these cases usually classify them 
as not wearing masks (see Figure 5). A third class 
could be added with cases when the person is wearing 
the mask incorrectly, this would help the detector to 
perform better. 

Another limitation of this project is the hardware of 
the embedded system. For this proposal, a raspberry 
pi 4 is used, which has certain constraints when work-
ing with real-time object detection.

Currently, the time elapsed from when the user 
requests access until it is recognized if the person is 
wearing a mask and access is granted, are 2 to 2.5 sec-
onds. This would improve with a device with a higher 
GPU capacity. 

The device number could be reduced by running the 
MQTT Mosquitto server and the Apache server in the 
same Raspberry Pi.

Considering that this work employs the Target 
Tracking technique using the Unity and Vuforia 
Engine’s, Augmented Reality technology can be 
exploited to the next level by adding useful and 
attractive information in the field of view of the user’s 
mobile device, having unlimited representations for 
user interfaces, videos, 3D objects, visual animations, 
or other developed features, like security and health 
information.

This system is flexible and adaptable to any area, sec-
tion, room, department, or other places according to 
the needs of the company or institution. The door lock 
mechanism may be different from each control access, 
and it could be as simple or complex as it is required. 
For example, using a servomotor or using electromag-
netic door locks. 

Another implementation possibility is to add control 
parameters to the system, such as the ID of the Access 
Point or other health measures from the person. 

Push-up notifications or alert messages can be applied 
to notify supervisors. The database could save the sur-
veillance frame when a person is not using the mask 
and store the evidence for future references.
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CONCLUSIONS
In this paper, an autonomic face mask detection sys-

tem applying deep learning was proposed for con-
trolling access to critical areas. The face mask detector 
showed an average accuracy of 96% when detecting if 
the user requesting access is wearing a mask, which 
can be considered good performance considering that 
the model was created using a CNN with the 
MobileNetV2 architecture for low computational 
devices. Through the confusion matrix, it can be seen 
that the model classified correctly 91.95% of the True 
Positives (people wearing masks), 99.48% of the True 
Negatives (people not wearing a mask) and got con-
fused by 8.05% with False Negatives, but only 0.52% 
with False Positives, which can be interpreted as good, 
since the system will make fewer mistakes when given 
access to people not wearing a mask.

The integration and connection between all the 
devices are made possible thanks to the application of 
IoT. User access is requested with their mobile device 
through image tracking (with the Vuforia app), this 
access reaches a Mosquitto server with MQTT which is 
also responsible for sending this request to the embed-
ded device (raspberry pi 4) in charge of granting the 
access using the camera and the face detection model. 
This occurs in a time between 2 to 2.5 seconds, which 
can be reduced if a higher graphics processing device 
is used. 

The use of face masks is essential in times of pan-
demic, and measures must be taken to ensure that 
people who leave their homes always use one when 
entering public places or where there is a lot of contact 
with other people, conditions of high risk for the infec-

tion of COVID-19. This project shows how technologies 
such as the IoT, artificial intelligence, and augmented 
reality can be integrated to help with this problem. 
With this system, a healthy culture can also be edu-
cated where the use of the mask is mandatory and 
essential to the “new normal” life.

The access system has the potential to be installed in 
different areas and adapted according to the needs of 
the establishment. The results shown in this work 
revealed an efficient system to control and collect 
information remotely, without the need for face-to-
face monitoring.

A face mask detection system using artificial intelli-
gence and powered by IoT technologies, like the one 
shown in this paper, has a wide application potential. 
Everything seems to indicate that the use of face 
masks will be a measure that should be adopted in 
different work centers and crowded places. The expe-
rience with COVID-19 should be used for the next 
health contingencies that could potentially occur in 
the following years.
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